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Abstract. Knowledge Graphs have recently gained a lot of attention
and have been successfully applied in both academia and industry. Since
KGs may be very large: they may contain millions of entities and triples
relating them to each other, to classes, and assigning them data values, it
is important to provide endusers with effective tools to explore informa-
tion incapsulated in KGs. In this work we present a visual query system
that allows users to explore KGs by intuitively constructing tree-shaped
conjunctive queries. It is known that systems of this kind suffer from the
problem of information overflow: when constructing a query the users
have to iteratively choose from a potentially very long list of options,
sich as, entities, classes, and data values, where each such choice corre-
sponds to an extension of the query new filters. In order to address this
problem we propose an approach to substantially reduce such lists with
the help of ranking and by eliminating the so-called deadends, options
that yield queries with no answers over a given KG.

1 Motivation and Overview

Motivation. Knowledge Graphs (KGs) are collections of interconnected enti-
ties annotated with classes and data values, which have become powerful assets
for enhancing search and are now widely used in both academia and industry.
Prominent examples of large-scale knowledge graphs include Yago [23], Google’s
Knowledge Graph [1], that are used by search engines, and Siemens [16] and
Statoil [15] corporate KGs.

Many existing knowledge graphs are either available as Linked Open Data, or
they can be exported as RDF datasets [4] enhanced with OWL 2 ontologies [3]
capturing the relevant domain background knowledge. SPARQL [11] has become
the standard language for querying KGs stored as RDF datasets with OWL 2
ontologies, and an increasing number of applications offer SPARQL endpoints to



Fig. 1: Example visual query system OptiqueVQS

access KGs. Writing SPARQL queries, however, requires some proficiency in the
query language and is not well-suited for the majority of users [25,12]. Thus, an
important challenge that has attracted a great deal of attention in the Semantic
Web community is the development of simple yet powerful query interfaces for
non-expert users [19,2,9,10,26,7].

Visual Query Building. An important class of such interfaces for KGs is visual
query building systems [20], where the users can construct queries by combin-
ing classes and properties offered by the system, and by setting constraints on
classes and/or properties by selecting appropriate values offered by the system.
Consider in Figure 1 a prominent example of a system for visual query building,
OptiqueVQS [22,21], that we developed in tight collaboration with companies
such as Statoil and Siemens. In the following example we illustrate the query
formulation process in OptiqueVQS that should help the reader in understand-
ing the mode of interaction between the users and visual query systems and will
also help us to clarify challenges that we address in this work.

Example 1. In Figure 1 one can see a real world query that was constructed by a
Statoil engineer when we conducted a user study. The engineer constructed the
following query:

Give me all the wellbore cores extracted from a wellbore interval, such
that it overlaps with another wellbore interval whose stratigraphic unit is
named ‘BRENT’, along with all the permeability measurements of their
samples and the values of these measurements in standard unit.



Now we explain OptiqueVQS in more details. The system has three main widgets:
The first widget (W1 in bottom-left of Figure 1) is menu-based and it allows
the user to navigate through concepts of an ontology by selecting relationships
between them. The second widget (W2 on top of Figure 1) is diagram-based and
it presents typed variables as nodes and object properties as arcs and gives an
overview of the query formulated so far. The third widget (W3 in bottom-right
of Figure 1) is form-based and it presents the attributes of a selected concept for
selection and projection operations.

W1 initially lists all the concepts in the ontology and a user starts formulat-
ing a query by selecting a starting concept. The concept chosen from W1 becomes
the active node (i.e., pivot) and appears in W2 as a variable node. W1 then lists
concept - object property pairs pertaining to the pivot, since there is now an
active node. The user can continue adding more typed variables into the query
by selecting a pair from W1. The selected concept-object property pair is added
to the query over the pivot, and the formulated query is presented as a tree in
W2. The concept from the last chosen pair automatically becomes the active node
(i.e., pivot), and the active node can be changed by clicking on the corresponding
variable node in W2. The user can constrain attributes (i.e., using the form el-
ements) and/or select them for output (i.e., using the “eye” icon) through W3.
The user can also refine the type of a variable node through a special multi-select
form element, called “Type”, in W3. (Not included in screenshot.)

To run the constructed query, the user clicks the “Run Query” button and the
system allows to see sample query results and to manipulate them, e.g., to apply
sorting and aggregation operations, see the widget W4 in Figure 2. Moreover,
the user can view and interact with the query in textual SPARQL mode (i.e.,
textual and visual modes are synchronised). In the top part of Figure 2 one can
see the SPARQL version of our example query from Figure 1. The user can also
save, modify, and load queries.

Information Overload Problem. An important challange for visual query
systems applied in the context of KGs is information overload [24,14]: a number
of options for query construction that a visual query system offers to a user is
comparable to the size of data over which the query is constructed. Since large
scale KGs contain millions of entities, data values, and up to hundreds of classes,
the number of options hampers the query construction process. Our OptiqueVQS
system is not an exception and it also suffers from the information overload
problem. Indeed, consider in Figure 1, even for a small ontology the number
of suggestions given in W1 for a pivot concept would require a user to scroll
down in the list several times due to high number of potential concept-object
property pairs and reasoning effect. The latter requires propagating concept
restrictions upwards and downwards in the hierarchy and results in new concept-
object property pairs for a given concept originating from its parent and child
concepts [8]. The same applies to W3 not only in terms of data properties being
suggested but also potential values being offered for each property. For example,



Fig. 2: Query from Example 1 in SPAQRL, presented in OptiqueVQS

the potential values offered for the name attribute in the example is too extensive:
Statoil database has several thousands of names and their variations.

Query Logs in Enhancing Query Building. In this work we propose to
exploit query logs, that is, queries that the users have constructed when they
used the visual query system, to enhance the query building process and reduce
the information overload. Our first idea is to exploit query logs in ranking and
top-k computation, that is, we show to the user only those components for query
construction that occur often enough in the logs. Our second idea is to show to
the user only those components for query construction that are not deadends,
that is, if the user relies on any of them in query construction then the resulting
query will not return empty answers over the underlying dataset. As we discuss
later in the paper, deadend elimination is computationally demanding and we
rely on query logs to reduce the cost of such elimination.

This is a preliminary study, we are still developing our approaches. In the
following section we give more details on our ideas.

2 Our Approach and Further Directions

The main hypothesis behind our approach is that the queries over KGs that
are often used by users during query construction are more important than
the ones used less often or not used at all. We analyse the frequency of usage
for queries and their fragments from query logs and then use the frequency to
optimise suggestions of elements of KGs that we suggest to users during query
construction sessions.



Queries and Query Logs. We assume that the reader is familiar with the basic
notions of RDF and SPARQL, queries, databases, query evaluation and refer
the reader to [3,11] for further details. In this work we consider only tree-shaped
conjunctive queries over classes, object properties, data properties, entities, data
values, and variables since they are supported by OptiqueVQS [21]. Given a
database D and a query Q, with ans(Q,D) we denote the answer set of Q over
D. A query log Q is a set of queries. A query pattern P is a query that contains
no entities or data values. Given a query Q, a query pattern for Q, denoted p(Q),
is Q where all entities and data values are substituted with fresh variables in
such a way that the same entities are and the same values are substituted with
the same variables. With Q1 ⊆ Q2 and P1 ⊆ P2 we denote that the query Q1 is
a subquery of Q2 and that the pattern P1 is a subquery of P2. Finally, a query
suggestion E is a query that consists of one atom. Then, given a query Q, with
Q ∧ E we denote a query obtained by extending Q with E by adding E to Q
with the conjunction.

Ranking Based on Query Logs. Given a query log Q and a query pattern P ,
we define the conditional probability of P wrt to Q as the frequency of queries
from Q whose patterns contain P as in Equation (1) on the left, where | · | as
usual denotes the cardinality of a set. Now we define how a given pattern T is
‘important’ for another pattern P wrt the query log Q as the ranking function
in Equation (1) on the right.

Pr(P | Q) =
|{Q ∈ Q | P ⊆ p(Q)}|

|Q|
, r(T | P,Q) =

Pr(T ∩ P | Q)

Pr(P | Q)
(1)

Let Q be a query that is constructed by a user, Q be a query log, and E a query
suggestion. Finally, we define the ranking of a suggestion E for Q wrt Q as the
average rank of Q∧E for patterns in Q, that is, rQ,Q(E) =

∑
Q′∈Q r(p(Q∧E) |

p(Q′),Q)/|Q|. In other words, the rank of a suggestion E is defined via the
importance of the pattern of E to the pattern of Q wrt the query log Q.

This approach can be further extended by incorporating the semantic dis-
tance between concepts and properties involved as a cofactor into the ranking
function, so that that queries from Q that are semantically distant from Q con-
tribute less to the ranking. For example, Huang et al. [13] suggest a similarity
measure using the depth of compared concepts and properties and their least
common ancestors from the root of hierarchy to compute similarity between con-
cepts and properties and combining them to compute similarity between triple
patterns, hence queries.

Deadend Elimination Based on Query Logs. In this approach we eliminate
so called contextual deadends [24,5], that is, query extensions E for a query
Q such that the query Q ∧ E evaluated over a given database D gives the
empty set of answers. For us both Q and D form the context for E. Given a
set of suggestions E and a context Q and D, a naive way to eliminiate deadends



would be to go over E , to pick E ∈ E one after another, to check whether
ans(Q ∧ E,D) = ∅, and to delete from E all E for which it is the case. The
suggestions that remain in E at the end of this procedure would not be deadends.
A disadvantage of this approach is that such procedure requires to run |E| queries
over D and this is computationally demanding for a large |E|. Indeed, even when
|E| = 10, 000 modern RDF backends would not be able to process that many
queries in time acceptable for an interactive system, that is, in time that many
users would tollerate to wait [5]. Indeed, it will take on average 15 seconds for
such well known systems as Sesame [6]5 Stardog [18]6, and RDFox [17]7 to run
that many queries. At the same time, |E| = 10, 000 can easily occur in practice,
indeed, observe that DBpedia contains more that 6 million entities and many of
them can be potentially relevant for being suggested, e.g., via the linked-to object
property8. Even for |E| = 1, 000 the average query evaluation time is about 3
seconds [5] and DBpedia contains more than 2, 700 data and object properties
that can potentially be relevant and suggested to a user.

In order to speedup deadend elimination we propose to rely on query logs.
Our idea is, given a database D and a query log Q, to select among the queries in
the log the most promising query patterns P , that is, the most frequent ones, and
to pre-materialise answers ans(P,D) for each P s as databases DP in a ‘smart
way’ (see details below). Then, given a query Q and a set of suggestions E one can
verify for each E ∈ E the emptiness of the answer set ans((P∩Q)∧E,DP ) instead
of ans(Q∧E,D) and do not suggest those E to the user that pass the emptiness
test. One can show that this procedure is an approximation of the naive one
described above, that is, there are cases when (i) ans((P ∩Q)∧E,DP ) = ∅, but
ans(Q ∧E,D) 6= ∅, and (ii) ans((P ∩Q) ∧E,DP ) 6= ∅, but ans(Q ∧E,D) = ∅.
One can partially address Cases (i) by the way that DP is materialised: one can
materialise ans(P ′, D), for P ′ that slightly extends P with all possible extensions
at the output variable. One can show that this approach does not affect Cases
(ii) and our preliminary experiments show that this also helps to significantly
reduce the number of Cases (i) in practice.

Further Directions. Our current research effort is targeted towards evaluating
the approaches for ranking and deadend elimination as well as towards combin-
ing and improving them. For example, the approach that we see as promising is
to first compute top-k suggestions given a query partially constructed by a user
and a query log, and then to eliminate the deadends among the top-k. Our pre-
liminary evaluation of our approximate approach to deadend elimination shows

5 Sesame is a widely-used Java framework for processing RDF data. It offers an easy-
to-use API that can be connected to all leading RDF storage solutions.

6 Stardog is a Java-based triple store providing reasoning support for all OWL 2
profiles as well as a SPARQL implementation.

7 RDFox is an in-memory RDF triple store that supports shared memory parallel
Datalog reasoning. It is written in C++ and comes with a Java wrapper allowing
for a seamless integration with Java-based applications.

8 https://wiki.dbpedia.org/dbpedia-version-2016-04

https://wiki.dbpedia.org/dbpedia-version-2016-04


that we can eliminate up to 80% of deadends using pre-materialised views that
contain about 10% of the original data. This gives us a significant improvement
in terms of time over the naive approach without a dramatic compromise on the
quality of deadend elimination.

3 Conclusion

The information overload is a challenging problem that is vital for the query
building over large scale KGs. In this short paper we presented our preliminary
work on enhancing visual query building over KGs by addressing the overload
problem with the help of query logs. We presented a ranking model and an
way to eliminate deadends, as well as a discussion how they can be combined
and further improved. We are excited to present our work to the Semantic Web
community.
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Jiménez-Ruiz, Guohui Xiao, Ahmet Soylu, Davide Lanti, Martin Rezk, Dmitriy
Zheleznyakov, Martin Giese, Hallstein Lie, Yannis E. Ioannidis, Yannis Kotidis,
Manolis Koubarakis, and Arild Waaler. Ontology based data access in statoil. J.
Web Sem., 44:3–36, 2017.

16. Evgeny Kharlamov, Theofilos Mailis, Gulnar Mehdi, Christian Neuenstadt,
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