
Lecture Notes in Computer Science 11281

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zurich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology Madras, Chennai, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7410

http://www.springer.com/series/7410


Vinod Ganapathy • Trent Jaeger
R. K. Shyamasundar (Eds.)

Information Systems
Security
14th International Conference, ICISS 2018
Bangalore, India, December 17–19, 2018
Proceedings

123



Editors
Vinod Ganapathy
Indian Institute of Science
Bangalore, India

Trent Jaeger
Pennsylvania State University
University Park, PA, USA

R. K. Shyamasundar
Indian Institute of Technology Bombay
Mumbai, India

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-030-05170-9 ISBN 978-3-030-05171-6 (eBook)
https://doi.org/10.1007/978-3-030-05171-6

Library of Congress Control Number: 2018962541

LNCS Sublibrary: SL4 – Security and Cryptology

© Springer Nature Switzerland AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-05171-6


Preface

This volume contains the papers presented at the 14th International Conference on
Information Systems Security (ICISS 2018), held at the Indian Institute of Science,
Bengaluru, Karnataka, India, during December 17–19, 2018. In response to the call for
papers, 53 submissions were received. One submission was withdrawn by the authors
while a second one was desk-rejected, leaving a total of 51 papers to be evaluated by
the Program Committee. All submissions were evaluated on the basis of the novelty
and significance of their scientific content. The Program Committee, comprising 47
members, reviewed all submissions via a single-blind review process. Each paper was
reviewed by three or more reviewers and discussed. After discussions, the committee
selected a total of 23 papers for presentation at the conference. The papers covered a
wide range of topics as is reflected in the list of papers in this volume.

In addition to the peer-reviewer papers, we were also fortunate to have four eminent
speakers delivering keynote presentations at the conference: Venkatramanan Siva
Subrahmanian (Dartmouth University), Atul Prakash (University of Michigan–Ann
Arbor), Prateek Saxena (National University of Singapore), and Sriram Rajamani
(Microsoft Research India). The program also consisted of two tutorials: one by
Nishanth Chandran and Divya Gupta (Microsoft Research India), and a second one by
Somesh Jha (University of Wisconsin–Madison). We are really thankful to these
speakers for taking time off from their busy schedules and contributing to ICISS 2018.

Many individuals contributed to making ICISS 2018 a success, and it is a pleasure
to thank them. We are thankful to all members of the Program Committee and all
external reviewers for their efforts in reviewing the papers and participating in the
discussion and selection process. We thank the Steering Committee, our publicity chair
(Anu Mary Chacko of NIT Calicut), and the Web team (Rounak Agarwal, Aditya
Shukla and Kripa Shanker, of IISc Bangalore). We thank Kushael and Shankar from
the Department of Computer Science and Automation, IISc Bangalore, for providing
administrative support and taking care of many logistical details. Needless to say, we
are thankful to all the authors who submitted their work to ICISS 2018, and our
keynote speech and tutorial speakers who accepted our invitation to present at the
conference.

We were fortunate to receive financial support for the conference from Sonata
Software, IISc Bangalore, and Microsoft Research India. We are thankful to Ompra-
kash Subbarao (Sonata Software), Y. Narahari (IISc Bangalore), and the team of
Chiranjib Bhattacharyya (IISc Bangalore), Sriram Rajamani, Satish Sangameswaran,
and Christina Gould-Sandhu (Microsoft Research India) for providing financial
sponsorship. We also appreciate the support of Springer, in particular Alfred Hofmann
and Anna Kramer, in publishing the proceedings as well as the monetary support for
the conference. We would also like to acknowledge EasyChair for their conference
management system, which was freely used to manage the process of paper submis-
sions and reviews.



We hope that you find these proceedings interesting and useful in your own
research.

October 2018 Vinod Ganapathy
Trent Jaeger

R. K. Shyamasundar
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Keynote Abstracts



Bots, Socks, and Vandals: An Overview
of Malicious Actors on the Web

V. S. Subrahmanian

Department of Computer Science and Institute for Security, Technology,
and Society, Dartmouth College, Hanover NH 03755, USA

vs@dartmouth.edu

Abstract. In this paper, we discuss four types of malicious actors on social
platforms and online markets: bots, sockpuppets, individuals committing review
fraud, and vandals.

Keywords: Social media � Bots � Sockpuppets � Wikipedia � Vandals

Online social networks and e-commerce platforms are increasingly targeted by mali-
cious actors with a wide variety of goals. Bots on Twitter may seek to illicitly influence
opinion. Sock-puppet accounts on online discussion forums (e.g. discussion threads on
online news articles) may help push certain points of view. Vandals on Wikipedia may
seek to inject false material into otherwise legitimate pages. Review fraud in online
forums may illicitly promote a product or destroy a competing product’s reputation.

The bulk of this talk will focus on identifying review fraud in online e-commerce
platforms such as Amazon, eBay and Flipkart. Because an increase of 1 star in a
product rating can, on average, lead to a 5–9% increase in revenues, vendors have
strong incentives to generate fake reviews. We will present both an unsupervised model
as well as a supervised model to identify users who generate fake reviews. We show
that our framework, called REV2 [3], produces high performance in real world
experiments. In addition, a report of 150 review fraud accounts on Flipkart was
independently evaluated by Flipkart’s anti-fraud team who reported that 127 of the
predictions were correct.

Sockpuppet accounts – multiple accounts operated by a single individual or cor-
porate “puppetmaster” – are also a popular mechanism used to inappropriately sway
opinion in online platforms. For instance, social “botnets” [4] commonly use multiple
“sock” accounts to implement coordinated bots. Sockpuppet accounts are also com-
monly used by trolls. I will report on recent work [2] on the characteristics and
properties of sockpuppet accounts through a study that involves data from the Disqus
platform. Disqus powers discussion threads and forums on a host of news and other
websites. Sockpuppets are often used in such contexts to artificially boost an opinion or
artificially generate controversy. I will also briefly discuss the use of bots in real world
influence campaigns along with methods to detect them [1, 4].

Third, I will discuss the problem of vandals on Wikipedia. Though research has
been done previously on automated methods to detect acts of vandalism on Wikipedia,
we describe VEWS, a Wikipedia Vandal Early Warning System that seeks to detect
vandals as early as possible and preferably before they commit any acts of vandalism.



We show that VEWS outperforms prior work – but that when combined with prior
work, it predicts vandals with very high accuracy.

The talk will conclude with a discussion of different types of malicious actors on
the web.

References
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Robust Physical-World Attacks on Deep
Learning Visual Classifiers and Detectors

(Invited Talk)

Atul Prakash

Computer Science Division, University of Michigan,
Ann Arbor, MI 48109, USA
aprakash@umich.edu

Abstract. Recent studies show that the state-of-the-art deep neural networks
(DNNs) are vulnerable to adversarial examples, resulting from small-magnitude
perturbations added to the input [1, 5, 6, 8, 10, 12]. Given that that emerging
physical systems are using DNNs in safety-critical situations such as autono-
mous driving, adversarial examples could mislead these systems and cause
dangerous situations. It was however unclear if these attacks could be effective
in practice with real-world objects [7], with some researchers finding that the
attacks fail to translate to physical world in practice [9]. We report on some of
our findings [2, 3] for generating such adversarial examples that can be physi-
cally realized using techniques such as stickers placed on real-world traffic
signs. With a perturbation in the form of only black and white stickers, we
modified real stop signs, causing targeted misclassification in over 80% of video
frames obtained on a moving vehicle (field test) for state-of-the-art image
classifiers, LISA-CNN and GTSRB-CNN. Our recent results [4] suggest that
object detectors, such as YOLO [11], are also susceptible to physical pertur-
bation attacks. I discuss some of the implications of the work on the design of
robust classifiers and detectors for safety-critical applications.

Keywords: Adversarial machine learning � Input perturbation
Physical attacks � Deep learning � Security � Robust classifiers � Robust detectors
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Specifying and Checking Data Use Policies

Sriram K. Rajamani

Microsoft Research, Bengaluru, India
sriram@microsoft.com

Cloud computing has changed the goals of security and privacy research. The primary
concerns have shifted to protecting data in terms of not only who gets to access data,
but also how they use it. While the former can be specified using access control logics,
the latter is relatively a new topic and relatively unexplored.

We describe a language called Legalese, which we designed to specify data use
policies in cloud services. Legalese [1] uses propositional logic together with type-state
to specify constraints on data use, retention and combination of data. Next, we describe
a notion called Information Release Confinement (IRC) [2], which can be used to
specify that data does not leave a region except through specific channels such as API
calls. IRC has been used to specify and verify confidentiality of cloud services that use
Intel SGX enclaves. Finally, we speculate on combining these two approaches to
specify and check stateful policies on data use in cloud services.

References
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(2014)
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