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2018: 5th Workshop on Accelerator Programming Using
Directives (WACCPD)
http://waccpd.org/

Current hardware trends lead to ever more complex compute node architectures
offering multiple, heterogeneous levels of massive parallelism. As a result the ‘X’ in
MPI +X demands more focus. A node in a future exascale system is expected to consist
of GPU-like accelerators combined with processor architectures of other types. In order
to exploit the maximum available parallelism out of such systems, we are in dire need
of sophisticated programming approaches that can provide scalable as well as portable
solutions without compromising on performance. The expectation from the scientific
community is that such solutions should allow programmers to maintain a single code
base whenever possible and to avoid requiring maintaining and debugging multiple
versions of the same code.

Raising the abstraction of the code is one of the effective methodologies to reduce
the burden on the programmer. At the same time such a methodology will require a
heroic compiler to be designed. Software abstraction-based programming models such
as OpenMP and OpenACC have been serving this purpose over the past several years.
These programming models address the ‘X’ component by providing programmers
with high-level directive-based approaches to accelerate and port scientific applications
to heterogeneous platforms. Such programming paradigms played a decisive role in
establishing heterogeneous node architectures as a valid choice for a multitude of HPC
workloads.

The focus of this workshop is to explore this ‘X’ component in a hybrid MPI +X
programming approach. We are looking forward to technical papers discussing inno-
vative high-level language features and their (early prototype) implementations needed
to address hierarchical heterogeneous systems, stories and lessons learnt while using
directives to migrate scientific legacy code to parallel processors, state-of-the-art
compilation and runtime scheduling techniques, techniques to optimize performance,
as well as mechanisms to keep communication and synchronization efficient.

WACCPD has been one of the major forums for bringing together users, developers,
and the software and tools community to share knowledge and experiences to program
emerging complex parallel computing systems.

The WACCPD 2018 workshop received 12 submissions out of which six were
accepted to be presented at the workshop and published in the proceedings. The
Program Committee of the workshop comprised 26 members spanning university,
national laboratories, and industries. Each paper received a maximum of four reviews.
Four papers were accepted straight away whereas two papers went through a shep-
herding phase where the authors were asked to revisit and redo the paper based on
feedback obtained from reviewers. The authors were given a 7-day window to revise
the paper and resubmit for the shepherd to re-review and decide on an acceptance or a
rejection for the workshop.

http://waccpd.org/


All the 14 authors were also strongly encouraged to add source files for repro-
ducibility purposes, following SC18 guidelines, upon request from reviewers. Three
out of six accepted papers were able to add these source files, which the reviewers
greatly appreciated.

The program co-chairs invited Jack Wells from ORNL to give a keynote address on
“Experiences in Using Directive-Based Programming for Accelerated Computing
Architectures.” Dr. Jack Wells is the Director of Science for the Oak Ridge Leadership
Computing Facility (OLCF), a DOE Office of Science national user facility, and the
Titan supercomputer, located at Oak Ridge National Laboratory (ORNL). Wells is
responsible for the scientific outcomes of the OLCF’s user programs.

Based on rigorous reviews and ranking scores of all papers reviewed, the following
paper won the best paper award. The authors of the best paper award also included
reproducibility results to their paper, which the WACCPD workshop organizers had
indicated as a criterion to be eligible to compete for the best paper award.

– Anmol Padel and Satish Puri (Marquette University, USA)
– “OpenACC-Based GPU Parallelization of Plane Sweep Algorithm for Geometric

Intersection”

Emphasizing the importance of using directives for legacy scientific applications,
each presenter was given two recently released textbooks on programming models, one
on Using OpenMP – The Next Step and the other on OpenACC for Programmers:
Concepts & Strategies.
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