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Due to the rapid development of Internet and digital technology, a mammoth
amount of digital data has been created in the world in just a few decades. The
processing and management of big data including image data have become one
of the great challenges facing humankind. Images are a dominant information
source and communication method along with text. However, the processing and
understanding of image data are far more difficult than dealing with textual data.
Tremendous efforts have been made, and a large amount of research work has been
carried out around the world in the past two decades to overcome the challenges of
efficient management of image data. A significant progress has been achieved in the
field of image data mining during this period of intensive research and experiments,
highlighted by such breakthrough technologies as wavelets, MPEG, Google image
search, convolutional neural network, machine learning, ImageNet, Matlab tool-
boxes, etc.

Given the complexity of image data mining, there is a need for a deep analysis of
and insight into the field, especially the latest development, to help researchers
understand opportunities and challenges in the field. This book timely captures and
presents cutting-edge techniques in the field of image data mining as well as
foundational know-how for understanding them. This book provides a complete
recipe for image data mining and is a treasure of techniques on image
analysis/understanding, feature extraction, machine learning, and image retrieval.
The book is built upon the author’s career-long and high-impact research in the
frontier of this exciting research field. Theories and concepts in the book are typ-
ically formulated with practical mathematical models which are realized using
algorithms, real data from actual experiments, or working examples. Students and
researchers in mathematics and the broader science disciplines will be able to use
this book to understand the actual problems/applications in this field and gain
firsthand experience of computing. Students and researchers in many areas of the
computing discipline will be able to use this book to understand how fundamental
and advanced maths are applied to solve the variety of computing problems.

Churchill, Australia Dengsheng Zhang
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The book covers the complete know-how on image data mining including math
tools, analysis, features, learning, and presentation. It has been organized into four
parts: fundamentals, feature extraction, image classification, and image retrieval.

Part I of the book aims to equip readers with some essential tools for image
mining. Specifically, Part I provides a brief and evolutional journey from the
classical Fourier transform (Chap. 1) to Gabor filters (Chap. 2) and to contemporary
wavelet transform (Chap. 3). It prepares readers with fundamental math for some
of the advanced mining techniques discussed in the book. Apart from the theories,
this part also uses Fourier spectra, STFT spectrogram, Gabor filter spectra, and
wavelet spectra to demonstrate how key information or features in an image can be
captured by these fundamental transforms.

Parts II and III are the core of the book, which examine and analyze varieties of
state-of-the-art models, tools, algorithms/procedures, and machines for image
mining. In contrast to Part I which is mostly theoretical, these two parts focus on
dealing with real image data and real image mining. Part II demonstrates how a
variety of features can be mined or extracted from images for image representation;
it covers three chapters which focus on color (Chap. 4), texture (Chap. 5) and shape
(Chap. 6), respectively. Each chapter typically begins with simple methods or
methods at the intro level and moves on to the more advanced methods in a natural
flow. Most of the methods in Part II are demonstrated with intuitive illustrations.

If Part II is analog to raw mining, Part III is about refinery. Specifically, Part III
presents readers with four powerful learning machines to classify image data,
including Bayesian (Chap. 7), SVM (Chap. 8), ANN/CNN (Chap. 9) and DT
(Chap. 10). Each chapter in this part begins with an icebreaking and introductory
journey to give readers a big picture and an orientation to follow. It then navigates
to the more advanced topics with illustrations to key concepts and components
of the learning machine. The story of each machine learning method is typically
told with concise maths, demonstrations, applications, and implementations.

After a breathtaking and arduous journey on image mining involving feature
extraction and machine learning, readers are soothed with a recovering journey on
image retrieval in Part IV. Part IV deals with putting images in order, inspecting the
quality of a haul and organizing them for presentation or display. Indexing tech-
niques suitable for image data are first described in detail in Chap. 11 followed by



X About This Book

the analysis of a number of image ranking techniques in Chap. 12. The part con-
cludes in Chap. 13 with a number of interesting image presentation techniques and
powerful image database visualization methods.

Key Features of the Book

A shortcut to AIL. Al and machine learning are usually intimidating to many who
don’t have the sophisticated mathematics background. This book, however, offers
readers a surprising shortcut to Al on machine learning by introducing four major
machine learning tools with filtered and easy to understand mathematics using rich
illustrations.

A natural marriage between maths and data. Maths and data can only be
understood well when they are well matched. This book brings mathematics and
computing into a single display and tells image stories with maths by a trained
mathematician.

Visualization of image data mining. With more than 200 illustrations (multiple
illustrations in some figures), it can be said that the book is a visualization of image
data mining, making it very easy to read and understand for readers.

End of chapter summary. Every chapter of the book is equipped with an end of
chapter summary to highlight the key points and connect the dots in the chapter.

Exercises. High-quality exercises with instructions or Matlab code have been
created for most of the chapters in the book, giving readers the opportunities to test
their skills learnt from the book.

Writing for scanning. The book makes extensive use of powerful techniques
for scientific and academic writing including inverted pyramid writing, bullet lists,
plain language, keyword headings, text chunking, analogy, scannable content,
blurbs, etc. Due to writing for scanning, it makes reading the book very efficient and
a good experience.
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