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Preface

At a time when there is much talk about artificial intelligence and data, the chal-
lenges of knowledge discovery, representation and management appear as major
topics for both research and development. Indeed, the processing and integration of
data from various sources constantly raises new needs in terms of methods and tools
for acquiring data, classifying them, integrating them, representing them, storing
them, indexing them, processing them, visualizing them, interacting with them, and,
in fine, to transform them into useful knowledge.

This book is a collection of height novel scientific contributions addressing
several of these challenges. These articles are extended versions of a selection of the
best papers that were initially presented at the French-speaking conferences
EGC’2017 and EGC’2018 held, respectively, in Grenoble (France, January 22-27,
2017) and Paris (France, January 22-26, 2018). These extended versions have been
accepted after an additional peer-review process among papers already accepted in
long format at the conference. Concerning the conference, the long papers selection
was also the result of a double-blind peer-review process among the hundreds of
papers initially submitted to each edition of the conference (acceptance rate for long
papers is about 25%). These conferences were the 17th and 18th editions of this
event, which takes place each year and which is now successful and well known in
the French-speaking community. This community was structured in 2003 by the
foundation of the International French-speaking EGC society (EGC in French
stands for “Extraction et Gestion des Connaissances” and means “Knowledge
Discovery and Management”, or KDM). This society organizes every year its main
conference (about 200 attendees) but also workshops and other events with the aim
of promoting exchanges between researchers and companies concerned with KDM
and its applications in business, administration, industry, or public organizations.
For more details about the EGC society, please consult http://www.egc.asso.fr.

The height chapters resulting from this selection process have been grouped into
four sections, each one containing two related chapters:

Chapters “Model Based Co-clustering of Mixed Numerical and Binary Data”
and “Co-clustering Based Exploratory Analysis of Mixed-Type Data Tables” are
dedicated to co-clustering that aims at simultaneously clustering the set of instances
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and the set of variables of a data table. In chapter “Model Based Co-clustering of
Mixed Numerical and Binary Data”, an extended version of the Latent Block Model
is introduced for co-clustering mixed data containing numerical and binary vari-
ables by combining Gaussian mixture models with Bernoulli mixture models. To
solve the same task, another approach is presented in chapter “Co-clustering Based
Exploratory Analysis of Mixed-Type Data Tables”. This alternative solution is
based on a discretization of all variables into a given number of bins, followed by a
classical co-clustering to estimate the joint density between the set of instances and
the set of variables. This strategy enables to detect the underlying correlations
between the variables while performing a clustering of the instances.

Chapters “Automatically Selecting Complementary Vector Representations for
Semantic Textual Similarity” and “Detecting Sections and Entities in Court
Decisions Using HMM and CRF Graphical Models” study textual data. Chapter
“Automatically Selecting Complementary Vector Representations for Semantic
Textual Similarity” presents a method that aims to combine different sentence-based
vector representations in order to improve the computation of semantic similarity
values. The method’s main difficulty lies in the selection of the most comple-
mentary representations. The proposed optimization method is assessed on the
dataset of the 2016 SemEval evaluation campaign. Chapter “Detecting Sections and
Entities in Court Decisions Using HMM and CRF Graphical Models” describes the
problems of document sectioning and entity detection in the case of court decisions.
The authors suggest a two-stage architecture using some handcrafted features in the
graphical probabilistic models HMM and CRF. The impact of some designing
aspects is also discussed through different experimental results.

Chapters “Discriminant Chronicle Mining” and “A Semantic-Based Approach
for Landscape Identification” deal with patterns extraction or identification. In
chapter “Discriminant Chronicle Mining”, authors focus on temporal patterns called
chronicles which are considered and extracted from labeled sequences of times-
tamped events by combining pattern mining and machine learning. The proposed
method is evaluated on a real case study, which consists in analyzing care pathways
to answer a pharmaco-epidemiological question. Chapter “A Semantic-Based
Approach for Landscape Identification” focuses on landscape automatic identifi-
cation in a satellite image. The study of landscapes natural and artificial as well, and
their evolution over time is one approach of addressing major social, economic, and
environmental challenges. Acquiring new knowledge is very demanding especially
within the context of satellite images. As a consequence, the authors propose a
mixed-knowledge based strategy to both successfully extract appropriate land-
scapes and organize knowledge through ontologies for further dissemination.

Finally, both chapter “Measuring the Expertise of Workers for Crowdsourcing
Applications” and chapter “Trust Assessment for the Security of Information
Systems” address human and social dimensions through indicator definitions. In
chapter “Measuring the Expertise of Workers for Crowdsourcing Applications”, a
metric, based on the theory of belief functions, is introduced to evaluate the
expertise of workers for crowdsourcing applications. Chapter “Trust Assessment for
the Security of Information Systems” presents trust measures for security in
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information systems. Indeed, modern information systems are supplied by various
sensors and communicating devices. However, security concerns about these
devices raise the question to what extent one can have trust in their pieces of
information as well as in the whole system. For this purpose, new trust measures are
introduced in this paper and then tested using simulations conducted in the
framework of ship navigation system.

Bordeaux, France Bruno Pinaud
Nantes, France Fabrice Guillet
Sophia Antipolis, France Fabien Gandon

Saint-Etienne, France Christine Largeron
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