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Preface

Discovering nature’s rules and their applications to automatize decision making is
still a focus of intense research. Nowadays, there are lots of works focus on
developing accurate pattern recognition algorithms. Meanwhile, such methods are
implemented in the form of computer software and applied in many practical areas,
including character and speech recognition, biometry, machine vision, video
surveillance, computer-aided medical diagnosis, etc. This observation encourages
us to report current research progress of computer recognition systems with respect
to both methodology and applications. This book contains a collection of 36
carefully selected articles contributed by experts of pattern recognition, which focus
on topics related to pattern recognition, image analysis, computer vision, speech
recognition, feature extraction, deep learning, and compound pattern classifiers.
Editors would like to express their deep thanks to authors for their valuable
submissions and all reviewers for their hard work. We believe that “Progress in
Computer Recognition Systems” could be a great reference tool for scientists who
deal with the problems of designing computer pattern recognition systems.
Although the last, not least we would like to give special thanks to our colleagues
Ms. Barbara Bobowska, Dr. Paweł‚ Trajdos, and Mr. Pawel Zyblewski, who
assisted us to finish this book. We would like also to fully acknowledge the support
from the Wrocław University of Technology, especially Prof. Andrzej Kasprzak—
Chair of Department of Systems and Computer Networks which has also supported
this volume.

May 2019 Robert Burduk
Marek Kurzynski
Michał Wozniak
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