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Abstract. The Amount of legal information that is being produced on a daily 
basis in the law courts is increasing enormously and nowadays this information 
is available in electronic form also. The application of various machine learning 
and deep learning methods for processing of legal documents has been 
receiving considerate attention over the last few years. Legal document 
classification, translation, summarization, contract review, case prediction and 
information retrieval are some of the tasks that have received concentrated 
efforts from the research community. In this survey, we have performed a 
comprehensive study of various deep learning methods applied in the legal 
domain and classified various legal tasks into three broad categories, viz. legal 
data search, legal text analytics and legal intelligent interfaces. The proposed 
study suggests that deep learning models like CNNs, RNNs, LSTM and GRU, 
and multi-task deep learning models are being used actively to solve wide 
variety of legal tasks and are giving state-of-the-art performance. 

Keywords: Deep Learning, Legal Text analytics, Classification, Prediction sys-
tems. 

1 Introduction 

The continued application of computational intelligence in legal domain has been 
going on for last few decades. With the increased availability of legal text in digital 
form, the focus on developing intelligent models and applications have received con-
centrated rationale from the research community. A wide variety of issues, including 
summarization, reasoning, classification, translation, text analytics, and others have 
been applied to a range of legal domain problems. The usage of computer-based intel-
ligent support has many-fold benefits for the legal professional community. These 
benefits include reducing the laborious human task involved in searching and retrieval 
of relevant material, reducing the legal costs via automation; resolving or settling 
issues without the involvement of courts or with less time and effort; negotiation of 
the law for legal professionals and also the common users; and making decisions 
based on prediction systems which may be considered more accurate. 

In that process, the application of different machine learning and deep learning 
techniques is crucial. Tasks such as the translation and classification of legal docu-
ments, contract reviews as well as the summarization of those are highly relevant. 
Deep Learning [1-3] is a specific sub-field of Machine Learning, which is a specific 
subset of Artificial Intelligence. The concept of deep learning first emerged around 
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2006. Deep learning is a form of hierarchical learning and involves multiple layers of 
nonlinear processing for learning high-level abstractions in data [4-5].  Deep learning 
is proving to be the next breakthrough in the field of Artificial Intelligence. With 
state-of-the-art results in solving a wide variety of complex tasks especially related to 
pattern recognition, image processing and automatic speech recognition, the area 
promises to hold positive results for further research.  Deep learning can be performed 
as supervised as well as unsupervised learning.  The breakthrough in the distributed 
representation of words using deep learning solidifies the basis of semantic analysis. 
Many different unsupervised training methods, which generates word embeddings 
from unstructured data, make the upcoming high-level semantic analysis models 
achieve the state-of-art results. Deep learning is penetrating its roots in every possible 
domain and legal domain is also receiving the aforementioned benefits.  A lawyer 
needs to spend hours and hours on searching for relevant material and preparing ar-
guments with relevant precedents. Artificial intelligence enables the human lawyer to 
work speed and more data. This show us that cooperation of human and AI is im-
portant. It aims at providing lawyers more consultancy and getting rid of fatigue duty. 
This review exclusively covers the recent works employing deep learning models for 
legal domain and suggests future research directions. 

2 Research Methodology 

2.1 Literature Selection 

We performed an organized review of deep learning works for legal domain. The 
effective search includes, Journal of Machine Learning (Springer), Journal of 
Artificial Intelligence and Law (Springer), Nature Scientific Reports, IEEE 
Conference on Knowledge and Systems Engineering, ACM Conference on 
Knowledge Discovery and Data Mining, and the International Conference on 
Artificial Intelligence and Law. We searched using the combinations of keywords 
from “deep learning,” “neural networks,” “legal data,” “judgments,” and “cases.” We 
limited our search to recent papers published between January, 2015, and February, 
2019, and found total of 78 articles. After going through the title and abstract of all 
the papers, we limited our study to 14 articles that were studied with full text and 
further reviewed for the survey. 

2.2 Research Questions 

With this research we aim to address the following research questions: 
RQ1. What are the available legal datasets to work upon? 
RQ2. What are the activities for legal aspects that have been explored using deep 

learning? Using this analysis, researchers can identify the best suited deep learning 
models to work upon a specific legal task. 

RQ3. What are some other activities for legal domain that are still unexplored 
using deep learning techniques? 
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3 Literature Review 

This section presents a brief discussion on different legal tasks that have been 
implemented with the help of deep learning models.  After reviewing the selected 
articles, we divided the application of deep learning to legal domain into three broad 
categories: legal data search, legal text analytics and legal intelligent interfaces as 
shown in Fig.1. The first category includes various models developed for retrieving 
and classifying relevant legal text. The second category includes tasks that require 
NLP analysis such as summarization, case prediction, identifying sections in legal 
documents, translation, element extraction from documents. The third category 
focuses on systems developed to support legal tasks such as question-answering 
systems, judgment prediction systems and dialogue systems. 

 
Fig. 1. Categorization of legal activities 

3.1 Legal Data Search 

A legal domain specific information retrieval system was implemented by 
Sugathadasa et al. [6]. Authors implemented three different models which 
incorporated vector space representations of the legal domain. The first model was 
developed using Node2vec algorithm, second model used sentence similarity and the 
third was generated using a vector space from both the models and implemented using 
neural network. Authors concluded that the ensemble model showed higher accuracy 
level. As further extension, authors concluded that the approach can be used to build 
information retrieval systems for other domains. Traditional full text search systems 
finds exact match to a given string and do not take into consideration synonyms and 
other related terms for each word in the search string. Landthaler et al. [7] worked on 
an information retrieval system for legal domain that searched for not only the exact 
matches but also semantically related patterns for any arbitrary length of search query. 
The system was build using word2vec implementation of word embeddings. As 
suggested by authors, the system can be further improved by applying various text 
pre-processing steps such as stemming, stop-word removal, POS tagging and others. 

An automated legal document classification model, Supreme Court Classifier (SCC) 
was implemented by Undavia et al. [8] Authors compared a number of machine 
learning algorithms with the recent NN-based systems. Authors evaluated their 
system using the Washington University School of Law Supreme Court Database 
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(SCDB). CNN network with word2vec vector performed best and gave an accuracy 
around 72.4%.  

Wei et al. [9] reports preliminary studies in using deep learning for text classification 
in legal document review. Experiments were conducted on four legal datasets wherein 
authors compared results of neural network with SVM algorithm. Results showed that 
CNN gave better accuracy with training dataset of larger size and can be further 
improved for the text classification in legal industry. A classification system for 
Brazilian court’s document was implemented by Wei et al. [10]. Authors 
implemented CNN network and obtained satisfactory results. 

 
3.2 Legal Data Analytics  

Elnaggar et al. [11] proposed the application of multi-task deep learning model to 
perform summarization, classification and translation of German legal documents 
using a single model. Authors suggest that due to the scarcity of German legal 
documents, a single model was created using the dataset and was used to transfer 
learning for multiple tasks. Authors concluded that  the multi-task Deep learning 
model outperformed the state of the art results in all three tasks.  

A detailed investigation of distributional representations of words and sentences, and 
the related machine learning and deep learning techniques was done by Wang  in his 
thesis [12]. Author proposed an innovative approach, Word2Sent, for measuring the 
degree of similarity between sentences. Based on the results, author concluded that 
the domain-specific work embedding gives better results for the datasets in the 
domain. An approach based on LSTM model was given by Li et al. [13] for 
evaluating the rationality of Chinese Judicial decisions. Authors proposed a novel 
metric, judgment deviation, to measure the likelihood of a certain case’s mis-
judgment. LSTM model was implemented to extract the elements that effect the 
decision. Experiments were carried out on Chinese judgments taken from China 
Judgments online and validation results were satisfactory.  

 
A study on recognizing logical patterns in Vietnamese legal dataset was done by 

Son et al. [14] using deep learning models. Authors performed experiments using four 
models based on recurrent neural networks including Long Short Term Memory 
(LSTM), Bidirectional LSTM and their combination with Conditional Random 
Fields. Experiments showed that neural networks approaches achieved promising 
results for this task.   Chalkidis et al. [15] developed contract element extraction 
system using deep learning method. Authors implemented a Bi-LSTM model 
operating on word, POS tag, and tokenshape embeddings. The system was evaluated 
using the dataset of 3,500 English contracts having 11 categories of contracts. 
Authors suggest that  by stacking an additional LSTM on top of the Bi-LSTM, or by 
adding a CRF layer on top of the Bi-LSTM, results were further improved. Authors in 
their work [16] compared deep learning architectures with traditional algorithms 
ranging from SVM to ensemble-based decision tree classifiers. Authors present a 
deep learning architecture for classifying deontic modalities in legal texts. Neural 
network based classifiers especially LSTM model showed consistent improvement 
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over other classifiers. Authors conclude that further extension is possible by working 
on other domains. 

3.3 Legal Intelligent Interfaces 

John et al. [17] worked on a conversational system ‘legalbot’ for legal domain. The 
system responded to user queries posted as questions. Instead of going for a retrieval 
based system authors proposed a generative model. The model was build using the 
Seq2Seq deep learning model. The proposed generative system makes use of domain 
specific knowledge for generating answers. The system was trained using dataset 
build from question-answers on some legal concerns. Authors concluded that the 
results were promising and can be further improved by increasing the dataset 
provided to the model.  Another legal question-answering system was given by Do et 
al. [18]. The system was build using ranking SVM and convolution neural network. 
Authors suggest that characteristics of legal text such as references between articles or 
structured relations in sentences can be explored further to improve the obtained 
results.  

A deep learning based prediction system was proposed by Kowsrihawat et al. [19] 
for decision of criminal cases. Authors implemented a Bi-directional GRU based 
decision system for Thai Supreme Court. Earlier systems were build based on bag-of-
words model, which generally had a low accuracy as the order of word occurrence is 
not considered. Recurrent neural networks was implemented to read the fact from an 
input case and then attention mechanism was used to compare them against relevant 
legal provisions. The model’s output shows if a person is guilty of a crime or not. The 
proposed system produced a better F1 score than Naïve Bayes and SVM 
classification.  

Table 1. gives a summary of the legal tasks, approach and the legal dataset on 
which the approach was validated. 

Table 1. Summary of Legal Tasks, Approach and the legal Dataset 

Legal Task 
Category 

Sub-Category Approach Dataset Results 

Legal Data 
Search 

Document 
Retrieval 

Word embeddings 
with neural  
network [6] 

2500 legal cases 
from Findlaw 
website [9- from 
paper] 

NA 

Word  
Embeddings [7] 

EU-DPD German 
rental contracts 

NA 

Document 
Classification 

 
 

Recurrent Neural 
Network and 
Convolution 

Neural Network 
[8] 

University School 
of Law Supreme 
Court Database 
(SCDB) 

word2vec + CNN 
achieves 72.4%  

 

Convolution 
Neural Networks 

[9] 

Four real legal  
datasets  

CNN 
outperformed 
SVM 
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Convolution 
Neural Network 

with word 
embedding [10] 

Brazilian court 
dataset 

NA 

Legal Text 
Analytics 

Summarization 
and Translation 
[11] 

Multi-task deep 
learning model 

German Legal 
corpora 

Multi-task DL 
performed better 
than other state-of-
the art works 

Analysing/ 
Extracting 
relevant text  

New word 
embedding 

developed [12] 

Lawsents (github)  Embedding results 
were good 

LSTM Model [13] 24,987 Judgments 
from China 
Judgments Online 

Results with 
artificial 
validation were 
accurate 

LSTM, Bi-LSTM, 
and combination 
with CRF [14] 

Vietnamese legal 
dataset 

Results were 
satisfactory 

Bi-LSTM Model 
[15] 

3,500 English 
contracts 

Results were 
improved by 
adding additional 
LSTM layer or 
CRF layer 

Non-ANN and 
ANN models with 

Legal distributional 
Semantics model 

[16] 

 Results obtained 
from LSTM model 
were best 

Intelligent 
Legal Inter-
faces 

Conversational 
agent  

Seq2Seq deep 
learning generative 

model [17] 

Dataset build from 
question-answer  on 
some legal concerns 

As suggested by 
author, results can 
be improved fur-
ther by increasing 
the dataset size 

Ranking SVM and 
Convolutional 

neural Network 
[18] 

Japan Legal Code Structured rela-
tionship between 
sentences and 
references be-
tween articles can 
be explored to 
improve upon 
results 

Judgment 
Prediction 
System 

Bi-directional 
GRU model with 
Attention Mecha-

nism [19] 

Criminal cases from 
Thai Supreme court  

Results outper-
formed Naïve 
Bayes and SVM 
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4 Conclusion 

The use of deep learning and other AI techniques in legal services will accelerate the 
overall process of judiciary system. The application of deep learning models in 
various tasks such as legal data search, predictive systems, information retrieval, 
extraction of relevant text, intelligent interfaces, and legal conversational agents will 
reduce time, effort and overall cost involved in the domain. From the study, we come 
to following results: 

• Classification of documents is majorly implemented using convolutional 
neural networks and its variants. Information retrieval systems are enhanced 
by building domain-specific word embeddings. 

• Legal text analytics involving summarization, extraction of relevant text and 
translation is mostly performed using LSTM models, a variant of recurrent 
neural network. 

• To work on intelligent systems, generative models from deep learning are 
implemented and providing good results. 

• From the datasets, it is also revealed that a number of countries are trying to 
use deep learning intelligence to improve their judicial systems. 

We conclude that the application of deep learning in legal domain has accelerated in 
last two years, and thus the research is under its initial phase. The comparative 
evaluation for our survey was not possible as the datasets used in each of the works is 
unique. The area holds promising future scope, as some other tasks like context-based 
summarization, predicting the time that will be required to solve a case,  and other 
legal problems can be further explored with the application of suitable deep learning 
techniques. 
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