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Flight Eye Tracking Assistant (FETA): Proof Of Concept

Christophe Lounis', Vsevolod Peysakhovich!, Mickaél Causse'

' ISAE-SUPAERO, Université de Toulouse, FRANCE

Abstract. Accident investigations show that piloting errors (e.g., incorrect trajecto-
ry) often result from an inadequate monitoring of the cockpit instruments. Recent
improvements of the eye tracking technology now allow a reliable and rather accu-
rate recording of eye movements in ecological environments. The present study in-
vestigates how the integration of eye tracking in the cockpit could help pilots per-
forming an efficient surveillance of their instruments. We developed FETA, an em-
bedded system that evaluates online the visual monitoring of the cockpit. The system
compares the current visual scan of the pilot with a database of “standard” visual
circuits established thanks to eye-tracking recordings from 16 airlines pilots. If the
current visual scan deviates too much from the database, e.g., the speed is not fixated
during a too long period, FETA emits a vocal alarm to reorient attention. This paper
presents the development of FETA and its preliminary evaluation with 5 airlines pi-
lots. During an approach-landing phase in flight simulator; we assessed the impact
of FETA on situation awareness, cognitive resources, flight performance, and visual
scans. Results showed that FETA system efficiently redirected attention toward crit-
ical flight instruments. However, improvements must be performed to satisfy with
operational requirements. For example, it seems important to take also into-account
flight parameters in order to limit unnecessary alerts.

Keywords: Eye-Tracking - Aviation - Human Factors - Human Computer In-
teraction - Neuroergonomics - Flying Assistant - Assistive Technology.

1 Introduction

Over the past 50 years, continuous technical and technological improvements in
commercial aviation made it the safest modes of transportation [1]. Progress in cock-
pit systems and aircraft design [2], in pilot training, in flight crew and air-traffic con-
trol procedures, are still essential to maintain a low accident rate despite an ever-
increasing traffic [3]. Nevertheless, accidents always occur and a large part of them
involve human error (approximatively 60 to 80 percent of accidents), as shown Figure
1. One critical solution provided by the industry to reduce crew’s workload [6] and to
deal with human errors [4,5] has been the introduction of automation. However, au-
tomation also shifted the role of the crew from controllers to supervisors [7]. Unfortu-
nately, automation is not always fully understood and nor correctly monitored [8]. It
can induce complacency, overconfidence, and airline pilots sometimes rely too much
on it [9]. Therefore, increasing the pilot's ability to stay in the loop, in particular by




promoting an appropriate monitoring of the cockpit instruments, is a main current
safety challenge [10]. This is particularly true during the approach and landing phases,
critical periods of a flight, in which safety margin and tolerance on flight parameters
deviations are very low [11].
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Fig. 1. Aeronautical accidents from 1969 to 2019 with human factors, technical fail-
ure and others causes as contributory factors. These data were retrieved from Bureau
of Aircraft Accidents Archives (www.baaa-acro.com).
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A report of the active pilot monitoring working group published by the Flight
Safety Foundation [11] investigated 188 cases involving monitoring issues leading to
accidents. They find out that 66% of monitoring errors occurred during dynamic
phases of flights (e.g., climb, descent, approach, and landing). They also identified the
failure to cross-check instruments as a major cause of those monitoring errors that
resulted in excessive deviations of the flight parameters (e.g., altitude, trajectory, or
speed deviation). Recently, the Federal Aviation Administration (FAA) published a
final training rule that requires enhanced pilot monitoring training to be included into
existing air careers training programs [12]. Furthermore, the French accident investi-
gation bureau (Bureau Enquétes et Analyses, BEA) suggested to analyze pilots” moni-
toring with eye tracking to improve piloting procedures [13]. In this sense, a recent
paper described the different ways in which eye tracking could be used to assist com-
mercial pilots during the flight [14].

Based on the latter studies, we propose the FETA system. It compares the cur-
rent visual scan of a pilot with a database of “standard” visual circuits. If the current
visual scan deviates too much from the database (e.g., the speed is not fixated during a
too long period), FETA emits a vocal alarm (e.g., “check speed”). The current paper
describes the development and the evaluation of the FETA (Flight Eye Tracking As-
sistant) system [15]. In particular, we evaluated the impact of FETA on situation
awareness [16], subjective workload, flight performance, and visual scans.
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2 FETA system development

The main purpose of the FETA system is to warn the pilot when he looks not suffi-
ciently at an instrument. In order to calibrate the “not sufficiently”, the threshold be-
yond which visual scans become “abnormal”, we built a database of standard visual
circuits in the cockpit with a sample of 16 airline pilots. They performed approach-
landing phases in flight simulator while their eye movements were recorded. We also
ensured that their flight performance remained in the standard safety thresholds.

2.1  Participants

Sixteen male professional airline pilots (ATPL: Airline Transport Pilot License or
CPL: Commercial Pilot License) volunteered to participate in this study. Their mean
age was 34 years old (range: 23-59). Their total flight experience ranged from 1,600
to 13,000 hours (M = 4,321.73 hrs, SD = 2,911.41 hrs). They were not paid for their
participation. They had normal or corrected-to-normal vision. The experiment was
approved by the Research Ethics Committee (CER, n°2019-131).

2.2 Procedure

Each participant signed a consent form and provided demographic information,
their flight qualifications (type of aircraft), and their total flight experience hours.
Pilots were briefed on the study and receive instruction about the flight scenario and
the goal of this experiment. They filled a fatigue questionnaire. Next, pilots were in-
stalled in the flight simulator and were submitted to the eye-tracking calibration pro-
cedure. Participants took the captain position and performed a training consisting in
two approach-landings scenarios in order to familiarize themselves with the flight
simulator. Then, they performed the two experimental approach-landings scenarios.

2.3  Flight simulator

The study was conducted in the PEGASE (Platform for Experiments on Generic
Aircraft Simulation Environment) flight simulator of the ISAE-SUPAERO (Toulouse,
France), illustrated in figure 2. It simulates an Airbus A320 with a glass cockpit. The
simulator includes pilots’ seats, sidestick controllers, throttles, trim wheels, and rud-
der pedals.

Fig. 2. The PEGASE flight simulator used during FETA development and assessment.



2.4  Eye-tracking measurements

Eye tracking data was collected with a Smart eye System embedded in the cockpit.
The Smart eye System consists of 5 deported cameras (0° - 2° of accuracy), with a
sampling frequency of 60 Hz. Furthermore, the cockpit has been divided into several
Areas of Interests (AOIs), as presented in figure 3. They correspond to the main flight
displays. These AOIs are used by the FETA system to evaluate online current visual
scans. We also used these AOIs during the human factor evaluation to examinate the
impact of FETA on visual scans. The threshold for detecting a fixation on an AOI was
set at 100 ms [17].
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Fig. 3. Cockpit Display with AOIs and Sub-AOIS: (1) Primary Flight Display (PFD), (2) Nav-
igation Display (ND),(3) Electronic Centralized Aircraft Monitoring (ECAM), (4) Out of Win-
dow (OTW), (5) Flight Control Unit (FCU), (6) Flight Mode Annunciator (PFD.FMA) , (7)
Speed Tape (PFD.SPD), (8) Attitude Indicator (PFD.ATT), (9) Vertical Speed Tape (PFD.VS),
(10) Heading Tape (PFD.HDG), (11) VOR tag reading area in ND (ND-zone).

2.5 Experimental conditions

The 16 pilots performed two times the same flight scenario. The flight scenario
consisted of a manual approach-landing task to Toulouse-Blagnac Airport Runway
LFBO 14R. Flight began at coordinates 1.2159 longitude and 43.7626 Latitude. Dur-
ing the scenario, the pilot had to comply with some specific instructions. In particular:
maintain a vertical speed between +500 ft/min and -800ft/min, a speed of 130 knots,
and a heading of 143°.

& 2 Altitude: 2000 Ft

N
Speed: 130 Kt

Heading: 143°
V/S:+500 to -800 ft/min

:

Lat: 43°31'9.981” N
Long: 1°28'30.129" E

Fig. 4. The landing scenario with the flight parameter values that pilots had to maintain.



2.6  Flight parameters

Firstly, we checked flight performance of the pilots, assuming that correct flight
performance is likely correlated to an efficient cockpit monitoring. Figure 5 shows the
mean flight parameters deviation for vertical speed, speed and heading during the
landing task. Flight performance of each pilot was adequate. Average vertical speed
was in the correct range, and average speed and average heading were very close to
the target values.
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Fig. 5. Violin plot of flight parameters deviations during the landing task. The red lines corre-
spond to target values, as given by the experimenter before the flight scenarios. N = 16.

2.7  Visual Behavior Database and notification threshold

The Visual Behavior Database (VBD) has been established with the eye recordings
made on the 16 pilots that performed the two approach-landing scenarios. Mean non-
dwell times were calculated for each AOI. While dwell times represent the time dur-
ing which an individual gaze inside an AOI [18], non-dwell times correspond to the
period of time during which an individual does not look at an AOI, see Figure 6.
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Fig. 6. Violin plot of non-dwell times during the landing task for the main AOIs. N = 16.
We used the “non-dwells times” of the 16 expert pilots as the metric for the FETA

notification threshold. More precisely, the thresholds consisted of the averages of the
non-dwell time for each AOI plus a standard deviation, as presented in (1).

Qthreshold = INDT + ONDT - 1)

This metric indicates the maximum non-dwell time tolerance for each AOI (i.e.,
beyond which an insufficient monitoring is diagnosed).

2.8 FETA interface

Besides the Visual Behavior Database, the eye tracking system, and the vocal
alarms, FETA also has an application permitting to visualize the activity from outside
the cockpit. Coded in C#, the FETA interface has many features shown in Figure 7.
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Fig. 7. FETA interface with its 7 different features.



The features of FETA are:

1. AOI Monitoring Panel (on the left of Figure 7)
It shows the state of each AOI. The color turns from green to blue when the AOI is
not monitored enough according to the VBD.

2. Show timer (center of Figure 7)
User can tick the tick boxes of any of the AOIs to see the timer of each AOI. This
timer shows the elapsed duration since the last monitoring (in seconds).

3. AOI Heat Map Panel (on the right of Figure 7)
This heat map panel indicates the proportion of fixation times on the AOI since the
beginning of the flight.

4. Timer (center of Figure 7)
This feature shows the elapsed time until the beginning of the simulation in seconds.

5. AOI Text Alert and Current Area of Interest Annunciator (at the bottom left

of Figure 7)

The AOI Text Alert will show the name of the AOI that needs to be monitored. If
more than one AOI needs to be monitored, this alert will only show the name of the
AOI with the highest priority. The Current Area of Interest Annunciator shows the
currently monitored AOI.

6. Flight Parameter Indicators (at the bottom left of Figure 7)
This feature shows the several flight parameters that affect the dynamic of the data-
base.

7. Start/Stop Tracking Button and Show/Hide Heat Map Button (centred at the

bottom of Figure 7)

The Start/Stop Tracking Button starts or stops FETA, while the Show/Hide Heat Map
Button shows or hides the AOI heat map.

8. Audio Alarm (cannot be shown)

FETA will emit an audio alarm that corresponds to the AOI Text Alert (e.g. “check
speed”).

3 FETA system assessment

The second part of this paper focuses on the evaluation of the FETA system. In
particular, its impact on mental workload, situational awareness, flight performances,
and cockpit monitoring. As a preliminary assessment, five pilots were submitted to
three different scenarios varying in terms of monitoring difficulty.

3.1 Participants

Five male professional pilots (ATPL, CPL) volunteered to participate in this study.
They had normal or corrected-to-normal vision. Their mean age was 39 years old
(range: 33-50). Their total flight experience ranged from 2,500 to 8,500 hours (M =



3,176 hrs, SD = 2,645 hrs). Pilots were not paid for their participation. The experi-
ment was approved by the Research Ethics Committee (CER, n°2019-131).

3.2 Procedure

Procedure was essentially the same than during the FETA calibration, except that
the new 5 pilots performed four additional landings. During this evaluation, FETA
auditory notifications (in case of abnormal monitoring) were restricted to three in-
struments: speed, vertical speed, and heading. These instruments were chosen because
they corresponded to the flight parameter values that pilots had to maintain. Possible
auditory alarms emitted by FETA were: “check speed”; check vertical speed”, check
heading”.

3.3 Apparatus

This experiment also took place in the PEGASE flight simulator, using the same eye
tracking system.

3.4  Experimental conditions

Pilots performed two times three different randomized landing scenarios. The first
scenario (Scenario 1) was identical to the one performed by the pilots for the building
of the VBD. In the second and the third scenarios, we increased monitoring difficulty.
During these two scenarios, pilots were asked to read aloud the distance between the
aircraft and a specific radio beacon (information displayed in the ND-zone) either
every 0.5 Nm (scenario 2) or every 0.2 Nm (scenario 3). The pilots had to comply
with the same speed, vertical speed, and heading constraints than during the VBD
building. At the end of the simulation, pilots filled out 2 subjective questionnaires:
situational awareness measures using SART [19] and workload Instantaneous Self-
Assessment [20], which is a subjective scale ranging from 1 to 5. The latter allows
assessing overall workload. After the flight scenarios, open interviews were conduct-
ed to garner the various opinions of the pilots according to the system.

3.5 Human factors assessment

Due to the low number of participants, we only present descriptive statistics for
subjective assessments, and flight performance. However, eye tracking data allows us
to use inferential statistics regarding the comparison with and without FETA. In par-
ticular by taking into account the difficulty of scenarios (1, 2, 3) as a covariate.

Subjective results

Figure 9 shows the SART results. A higher SART score indicates a better situa-
tional awareness. On average, FETA seemed to disturb the situational awareness
when flying context was easy (scenario 1 and 2), but it tended to be the opposite when
flying context was more complex (scenario 3). As presented in figure 9 (at right), ISA
workload indicator did not show marked difference with or without the FETA system.



However, in an easy flying context (scenario 1), the FETA system seems to induce
more workload and this trend is reversed when flying context is more difficult (sce-
nario 2 and 3).
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Fig. 9. Left: SART results (higher the values, better the situational awareness); Right: ISA
results (lower is the value and lower is the subjective workload). All three scenarios with and
without the FETA system are showed. N = 5.

Flight performance results

The figure 8 shows flight parameters deviations. During the easy scenario (scenar-
io 1), pilots had higher speed deviations with FETA than without. Concerning the
heading in the difficult condition (scenario 3), pilots had on average lower heading
deviations with the FETA system than without.
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Fig. 8. Root Mean Square (RMS) of the flight parameters for each scenarios with and without
FETA (the higher the value, the lower the performance). N = 5.



Eye tracking results

Figure 10 shows the percentage dwell times on each AOI for all scenarios with and
without FETA system. The Wilcoxon-Mann-Whitney nonparametric test shows a
significant effect (p<0.05) of FETA vs. without FETA condition on the AOIs accord-
ing to speed, vertical speed, heading, flight mode annunciator and out the window.
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Fig. 10. Bar plot of percentage dwell times on each AOI. All three scenarios with and without
the FETA system are showed. N = 5. (*p<0.05, Wilcoxon Mann-Whitney test).

4 Discussion and conclusions

The purpose of this study was on the one hand to present the concept and the de-
velopment of a flight eye-tracking assistant (FETA) calibrated thanks to eye-
movement recordings from 16 airline pilots. On the other hand, we also proposed a
user-centered evaluation (e.g., situation awareness, mental workload) of the first ver-
sion of this assistant together with an assessment of its impact on the cockpit monitor-
ing. This evaluation was performed with 5 other airline pilots.

Overall, this first version of FETA demonstrated mixed results. First, results
showed that there was no clear improvement of the flight parameters that had to be
maintain during the landing (speed, vertical speed, and heading). There was an in-
creased speed deviation during the easier landing and on the contrary an improvement
of heading accuracy during the most difficult landing scenario. Consistently, subjec-
tive results tend to show that FETA was not detrimental only when flight scenario was
difficult. In particular, situation awareness seemed slightly improved by FETA in the
scenario 3. Eye tracking results were more favorable to FETA, with an increase of the
time spent on some instruments subjected to the FETA audio notification in case of
insufficient visual consultation. In presence of FETA, pilots checked more often the



speed, the vertical speed, and the heading. This additional time gazing these instru-
ments impacted the time spend on the window. Most likely, FETA was efficient to
redirect attention toward the critical flight instruments thanks to the vocal alarm trig-
gered when visual circuit deviated too much from the database. Despite this positive
result, our experiment shed to light several issues that should be addressed in the fu-
ture. Open interviews with the pilots allowed revealing some areas of improvements.
For example, the use of the auditory modality is not necessary the best one. This
channel is already used by the synthetic voice in the cockpit, and also during the ex-
changes between pilots and air traffic control. To overcome this problem, other notifi-
cations methods could be explored, such as visual and/or haptic modalities. Another
important improvement would be to both integrate flight parameters values and eye
movements in FETA. Indeed, it would be more appropriate to trigger notifications
when both visual scans and flight parameters deviates too much from standards. For
example, when speed decline too fast etc. This would help avoid triggering spurious
notification (useless auditory notification from FETA), which was one of the main
problems raised by the pilots during the debriefing. More generally, the FETA system
should consider other eye tracking metrics when considering the landing task; for
example, it could analyze the visual patterns (transitions between AOIs, not only the
fixation on each AOI) and correct them when they deviate from established standards,
using artificial intelligence. Furthermore, FETA could take into account other flight
phases, automatically identified considering the flight data (e.g., altitude, speed, flight
mode...). Then, this would enable to adapt eye-tracking metrics to the given flight
phases. For example, cockpit monitoring is much less intense during the cruise, but
this phase is more prone to drowsiness or fatigue. FETA could integrate metrics based
on the percentage of eye closure [21] or considering the frequency of eye blinks [22].
Future study should consider these improvements and assessing FETA during com-
plex flight phases with a higher number of pilots.
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