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Abstract. Preterm birth is the leading cause of death among young
children and has a large prevalence globally. Machine learning models,
based on features extracted from clinical sources such as electronic pa-
tient files, yield promising results. In this study, we review similar studies
that constructed predictive models based on a publicly available dataset,
called the Term-Preterm EHG Database (TPEHGDB), which contains
electrohysterogram signals on top of clinical data. These studies often
report near-perfect prediction results, by applying over-sampling as a
means of data augmentation. We reconstruct these results to show that
they can only be achieved when data augmentation is applied on the
entire dataset prior to partitioning into training and testing set. This
results in (i) samples that are highly correlated to data points from the
test set are introduced and added to the training set, and (ii) artificial
samples that are highly correlated to points from the training set being
added to the test set. Many previously reported results therefore carry
little meaning in terms of the actual effectiveness of the model in making
predictions on unseen data in a real-world setting. After focusing on the
danger of applying over-sampling strategies before data partitioning, we
present a realistic baseline for the TPEHGDB dataset and show how the
predictive performance and clinical use can be improved by incorporating
features from electrohysterogram sensors and by applying over-sampling
on the training set.

Keywords: Preterm birth · Electrohysterogram (EHG) · Imbalanced
data · over-sampling

1 Introduction

Giving birth before 37 weeks of pregnancy, which is referred to as preterm birth,
has a significant negative impact on the expected outcome of the neonate. Ac-
cording to the World Health Organization (WHO), preterm birth is one of the
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leading causes of death among young children, and its’ prevalence ranges from
5% to 18% globally [23]. As preterm labor is currently not yet fully understood,
gynecologists are experiencing difficulties in assessing whether a patient recently
admitted to the hospital will deliver at term or not. In order to support ex-
perts in their assessment, several studies have already investigated the added
value of a predictive model [24,35,6,13]. These models are based on a large num-
ber of variables extracted from clinical sources such as the electronic health
record. These variables include the gestational age, results of a biomarker, cer-
vical length, clinical history, and more. In this study, we provide a thorough and
extensive overview of related work on a public dataset and discuss many of the
overly optimistic results. These results are often obtained by introducing a large
bias through over-sampling the dataset, before partitioning the data, in order to
combat the class imbalance, i.e., the fact that it contains many more pregnancies
with term deliveries than preterm. Afterwards, we set a realistic baseline and as-
sess the impact of correct over-sampling and of incorporating features extracted
from the electrohysterogram data.

2 The impact of over-sampling prior to data partitioning

In this section, we highlight the impact of applying over-sampling prior to the
data partitioning on an artificially generated dataset. We generated a binary
classification problem with 100 samples. Twenty samples were marked positive
(red circles), and the others negative (blue squares). The generated dataset is
depicted on the left of Figure 1 (step 0). We now compare the effect of over-
sampling data after partitioning with the effect of over-sampling prior to parti-
tioning. In the former approach, we first partition our data into two mutually
exclusive sets (step 1). Then, we create artificial samples (red, unfilled circles)
that are highly correlated to the training samples of the minority class (step 2)
in order to have a similar number of samples for both classes in our training set.
On the other hand, if we over-sample the data prior to partitioning, we generate
train samples that are highly correlated with original data points that will end
up in the test set (step 1). Moreover, some of the generated artificial samples will
be distributed to the test set as well (step 2). These two consequences result in
highly optimistic results that merely reflect the model’s capability to memorize
samples seen during training, rather than its predictive performance if it were
applied in a real-world setting on unseen data.

3 A critical look on studies reporting near-perfect results
on the TPEHGDB dataset

In 2008, a public dataset, called TPEHGDB (Term/Preterm ElectroHystero-
Gram DataBase), containing 300 records, which correspond to 300 pregnancies,
has been released on PhysioNet [14,9]. Each record consists of three raw bipo-
lar signals that express the difference in electric potentials, measured by four
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Fig. 1. Comparing the impact of applying over-sampling prior to data partitioning
to applying over-sampling after data partitioning on a two-dimensional classification
problem.
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Fig. 2. The number of weeks till birth expressed in function of the gestational age
in weeks at the time of recording. All data points within the red area correspond to
preterm deliveries, while the ones within the green area correspond to term deliveries.

electrodes placed on the abdomen. In addition, each record is accompanied by
clinical variables, such as the gestational age at recording time, the age and
weight of the mother, and whether an abortion occurred in the patients’ medical
history. The recordings can be categorized as being captured at an early stage of
pregnancy (gestational age of 23.11±0.77 weeks) or at a later stage of pregnancy
(31.09±1.05 weeks). Recordings were captured at a frequency of 20 Hz for about
30 minutes. In Figure 2 the number of weeks till birth is plotted in function of
the gestational age at the time of recording and displayed according to term or
preterm delivery. Clearly, an imbalance is present in the dataset with more term
(green area) than preterm (red area) deliveries (262 vs 38).

While impressive (near-perfect) results on the TPEHGDB dataset are reported
in many studies [10,20,33,2,16,19,12,27,1,34,21,29,18,17,11,15], these results
should be interpreted cautiously as their evaluation methodology is based on
applying over-sampling strategies before data partitioning. All these studies ap-
ply over-sampling in order to make the distribution of classes more uniform.
These over-sampling techniques are applied prior to partitioning the data into
two mutually exclusive sets (referred to as the training and testing set). As
discussed earlier, this causes the predictive performance metrics to be overly op-
timistic.
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Nevertheless, a significant number of studies on the TPEHGDB dataset do
not apply any over-sampling technique. However, in these studies, certain deci-
sions concerning the evaluation were often made which raises serious questions
concerning the credibility of the provided results [3,26,25,32,8,4]. In many of
these studies, results were either not obtained through cross-validation, or cross-
validation was applied on a subset of data subsampled from the original dataset.
Performing this kind of pre-processing, in a machine learning context, without
any kind of argumentation, raises doubts since it drastically increases the vari-
ance of the obtained results and avoids the problem of imbalanced data, which
does not reflect reality in terms of potential applications. In other studies, seg-
ments are extracted from the original signals, which are highly correlated with
each other, and then partitioned into training and testing set [7,31], which again
results in highly optimistic results.

At the time of writing (December 2018), within all the 153 citations to the
original paper, which introduced the TPEHGDB dataset, we have found three
machine learning studies that were accessible and, to the best of our knowledge,
had a sound evaluation methodology [28,22,30]. In the study of Sadi-Ahmed
et al. [30], all records taken before 26 weeks of gestation were filtered away
from the dataset, resulting in a dataset of 138 recordings taken after the 26th
week of gestation. All of these signals were processed in order to detect contrac-
tions through Auto-Regressive Moving Averages (ARMA). From the detected
contractions, features were extracted such as the total number of contractions,
average duration and average time between contractions. Unfortunately, only
an accuracy score of 0.89 to distinguish between term and preterm pregnan-
cies was achieved within this study, making it hard to assess the clinical use
of such a model. It is important to note that, on this filtered dataset, an ac-
curacy score of 0.86 can be achieved by always predicting term birth, precisely
because of the aforementioned class imbalance, with a fraction of 119 term de-
liveries on 138 records from 26 weeks onwards. Janjarasjitt et al. proposed a new
type of feature, based on a wavelet decomposition of the signals [22]. The fea-
ture was evaluated by tuning a threshold on a single feature in a leave-one-out
cross-validation scheme. A sensitivity and specificity of 0.6842 and 0.7133 are
achieved. While these scores are very promising, it should be noted, that they
are rather optimistic due to the fact that the evaluation happened in a leave-one-
out scheme. As such, the performance of the sample entropy feature, provided
along with the original data, closely matches, and sometimes even outperforms,
that of the proposed feature. Nevertheless, the wavelet-based feature may be an
interesting addition to the feature set. In the work of Ryu et al. [28] a similar
study is performed in which a feature based on Multivariate Emperical Mode
Decomposition (MEMD) is proposed. They evaluate the added value of their
feature, by subsampling a balanced dataset of 38 term and 38 preterm records,
100 times, from the original dataset. They found that the AUC improved from
0.5698 to 0.6049 by adding their feature to the dataset. While this subsampling
strategy again avoids the problem of imbalanced data, which is reflected in the
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original dataset, it does show an improvement in AUC and thus indicates that
adding the MEMD-based feature to the dataset could be beneficial for the pre-
dictive performance. Moreover, due to the many repetitions of the experiment,
the sample mean better reflects the real mean.

4 Setting a realistic baseline for the TPEHGDB dataset

In this section, we will assess the effects of incorporating information from raw
EHG signals, and of over-sampling the data after partitioning, on the predictive
performance of the resulting model. Moreover, we will show that predictive per-
formances similar to the aforementioned studies can be only be achieved through
over-sampling before data partitioning.

Seven machine learning algorithms were trained on the original dataset consist-
ing of clinical features and four features extracted from the raw EHG signals,
i.e.: the root mean square value & entropy of the raw signal and the median and
peak frequency from the spectral information of each signal. The seven different
classification techniques, and their corresponding abbreviations, are: (1) Logis-
tic Regression (LR), (2) Decision Trees (DT), (3) Linear Discriminant Analysis
(LDA), (4) Quadratic Discriminant Analysis (QDA), (5) K-Nearest Neighbors
(KNN), (6) Random Forests (RF), and (7) Support Vector Machines (SVM). All
reported results are generated using five-fold stratified cross-validation. Hyper-
parameters were tuned using grid search. Moreover, to solve the issue of imbal-
anced data, and to improve the clinical use of the different classifiers, we apply
over-sampling, using SMOTE [5], on the train set. We compare these results to
when SMOTE is applied on the entire dataset, to show that near-perfect pre-
dictive performance can only be achieved by introducing label leakage.

In total, we evaluate four different approaches: (i) clinical features and no over-
sampling, (ii) clinical and EHG features and no over-sampling, (iii) clinical and
EHG features and over-sampling in a correct fashion, and finally (iv) clinical
and EHG features and over-sampling in an incorrect fashion. The first two ap-
proaches are compared in Table 1. As can be seen, the AUC scores drastically
improve when features, extracted from the EHG signals, are incorporated. Nev-
ertheless, the clinical use of both approaches is very limited, as all the models
almost always predict that someone will deliver at term (which is reflected in the
low sensitivity scores), which is a typical problem that arises when dealing with
imbalanced data. The performance for both over-sampling approaches is listed
in Table 2. We can conclude that the near-perfect performances from the studies
mentioned in Section 3 can only be closely matched by applying over-sampling
prior to data partitioning. If we apply over-sampling on the training set, we see
that the clinical use of a predictive model for preterm birth prediction, based on
the TPEGHDB dataset, is still limited, with a maximum AUC score of 63.20%.
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Algorithm
Sensitivity (%) Specificity (%) AUC (%)

clinical all clinical all clinical all

LR 0± 0 0± 0 100± 0 100± 0 48± 6 58± 7
DT 3± 5 0± 0 96± 4 96± 3 47± 6 62± 9

LDA 0± 0 0± 0 97± 3 96± 4 54± 9 59± 5
QDA 28± 34 11± 11 67± 36 90± 7 48± 5 62± 4
KNN 0± 0 0± 0 100± 1 98± 2 50± 8 57± 7
RF 0± 0 0± 0 99± 2 95± 4 52± 8 58± 5

SVM 0± 0 0± 0 100± 0 100± 0 52± 8 56± 9

Table 1. The results obtained with seven different classifiers, on (i) a dataset con-
structed using solely clinical variables and (ii) a dataset with clinical variables concate-
nated to four features extracted from the EHG data. No over-sampling is applied for
both approaches.

Algorithm
Sensitivity (%) Specificity (%) AUC (%)

correct incorrect correct incorrect correct incorrect

LR 39± 26 74± 3 68± 19 66± 6 59± 6 78± 3
DT 40± 16 81± 3 71± 10 84± 5 59± 3 86± 4

LDA 53± 14 73± 1 59± 10 69± 7 59± 5 78± 3
QDA 51± 36 100± 0 58± 24 41± 7 61± 6 79± 2
KNN 48± 16 99± 1 64± 3 73± 5 58± 6 92± 2
RF 42± 13 91± 4 68± 6 95± 2 63± 5 98± 1

SVM 43± 31 99± 2 64± 23 86± 4 58± 6 98± 1

Table 2. The results obtained with seven different classifiers, on the entire TPEHGDB
dataset, constructed using clinical features and features extracted from the 3 filtered
EHG signals. Oversampling with SMOTE is applied before data partitioning (column
correct) versus after data partitioning (column incorrect).

5 Conclusion and future work

This study tackles the problem of preterm birth risk prediction, based on the
publicly available dataset TPEHGDB. Our contributions are two-fold. First, in
the light of a significant body of recent literature, we show that applying over-
sampling for data-augmentation purposes, prior to partitioning the data into
separate parts for training and evaluation, leads to overly optimistic results. To
evaluate a model’s predictive performance, the data partitioning needs to be
performed before applying over-sampling. Second, a realistic baseline was set in
which it was shown how an increase in AUC score can be obtained by using
features extracted from electrohysterogram recordings, besides clinical observa-
tions. This confirms the potential added value of such recordings. In future work
we will investigate whether deep learning techniques can improve the predictive
performance by directly training on the raw recordings, as opposed to manually
extracting features. Unfortunately, for this, a larger dataset may be required.
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