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Abstract. Intelligent Tutoring Systems are now mature technologies
that successfully help students to acquire new knowledge and compe-
tencies through various educational methods and in a personalized way.
However, evaluating precisely what they recall at the end of the learning
process remains a complex task. In this paper, we study if there are cor-
relations between memory and gaze data in the context of e-education.
Our long-term goal is to model the memory of students thank to an eye-
tracker in a continuous and transparent way. These models could then be
used to adapt recommendations of pedagogical resources to the students
learning rate. So as to address this research question, we designed an
experiment where students were asked to learn a short lesson about Es-
peranto. Our results show that some gaze characteristics are correlated
with recall in memory.
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1 Introduction

The introduction of digital technologies in the society during the past decades
impacts inevitably many aspects of our lives. Education is one of them, and
the way numeric tools can improve the quality of learning is nowadays a full-
fledged research field. Intelligent Tutoring Systems (ITS) are pieces of software
that help students at mastering courses. They provide them with some lessons,
incorporate knowledge assessment tools, allow instant and personalized feedback,
and eventually propose students to train on their specific academic deficiencies.
However, estimating accurately a user state of knowledge remains a difficult
task. It is quite impossible to cover every aspect of the lesson through an exam,
as the evaluation process should not be too much time consuming. In some
cases, students may also provide randomly correct answers. An imprecise or
incomplete user model may impact the feedback quality and the relevance of the
recommendations provided by ITS. To overcome this problem, we are wondering
if it is possible to infer more precisely what the user remembers by collecting
implicit traces of interactions. The latter are not conscientiously indicated by the
user, and could be for example action logs, facial expressions or eye movements.
Gaze data interests us more specifically as it has been reported that the gaze
behavior could reflect some cognitive processes [3, 13]. Our goal is to analyze if
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it could exist correlations between gaze characteristics and the fact to remember
some courses items. To do so, we designed a pilot study where 22 students had to
learn a short lesson about Esperanto while wearing eye-tracking glasses. After
the learning phase, they were asked to pass an exam. We then compared the
gaze data with their grade on the exam. Results show that fixation durations,
scanpath length and scanpath angles are good predictors of what have been
recalled. As a perspective, eye-trackers are thus promising tools to model users’
memory in real time when they are reading their lessons.

2 Related work

2.1 A brief history of the memory models

It exists not only one but several forms of memories, and the way we can model
these forms of memories is not unanimous among psychologists. The most widely
accepted models are those proposed by Atkinson-Shiffrin [12], Baddeley [2] and
Miyake et al. [14]. In each of them, memory refers to the ability to encode,
store and retrieve past experiences. It is composed of several memory modules.
The sensory register allows the incoming information to be encoded for treat-
ment. The short-term memory holds a small amount of information in mind in
an active readily available state for a few seconds. The working memory man-
ages and handles the information required to carry out complex tasks such as
comprehension, reasoning, and learning. The differences between the models of
Atkinson-Shiffrin, Baddeley and Miyake mainly focus on the distinction and
overlap between short-term memory and working memory [1]. Finally, the long-
term memory stores information for an extended period of time, consciously or
not [17]. In our case, we take an interest in the working memory since it is the
one involved in the learning process.

In parallel with this segmentation of the different forms of memory, re-
searchers distinguish recognition and recall. The recognition process is the fact
to remember something when the stimuli is present, whereas the recall involves
to remember a stimulus which is not physically present [6]. In the context of
e-education, we assume that learning a lesson correctly consists in storing the
information in the recall memory.

2.2 Linking cognitive processes and eye movements

According to Just and Carpenter, what a person is looking at is assumed to
indicate the on top of the stack thought of cognitive processes [9]. More recently,
Steichen et al. aimed at identifying gaze patterns [18], while Bondareva et al. use
the gaze data of users while they interact with an intelligent tutoring system to
predict in real time the efficiency of the users learning process [3]. However, they
did not investigate the possibility to infer memory. Let us note that memorized
items are the results of the learning process. Predicting the quality of learning
therefore amounts to predicting the amount of information stored, without how-
ever knowing how to distinguish the forgotten pieces of information from the
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remembered ones. Regarding the link between memory and gaze data, Hanula
et al. have established the ability to predict recognition through a user study
where the stimuli proposed to users were faces of people [7]. Several studies also
tried to exploit gaze characteristics to predict memorability [4] and recall [13]
of images. To our knowledge, no study has sought to establish this link between
gaze and recall in a context closer to e-education, i.e. with multimedia content
(text and images). This is what drives our research project. Our purpose is to
verify if a link could exists between the recall process and some gaze metrics, to
later potentially infer a user state of memories.

To analyze gaze data the first step is to transform the eye-tracker’s sam-
pled signal into a scanpath composed by fixations and saccades. Fixations are
points of gaze where the fovea is concentrated for a short period of about 200ms,
whereas saccades are the eye movement that link two consecutive fixations. Many
algorithms are described in the literature to transform the sampled signal into a
scanpath [15, 10, 11]. In our study we used the IV-T algorithm provided by the
Tobii Pro lab software. The way we can extract metrics and information from
scanpath has also been widely documented [8, 5, 16, 13].

3 User study

We designed a pilot study where subjects were asked to learn a short lesson (5
printed static pages from an online course) and had to report their knowledge
during an exam. Documents were not allowed during this exam. We have chosen
to work in the context of language learning. So as to avoid the bias of languages
already learned, we based our lesson on the Esperanto language. The latter has
been created in 1887 with the ambition to become a vehicular language, and
has been built by combining several existing languages. It is one of the less
taught language, so few people studied Esperanto. We had 22 participants (10
females / 12 males) aged from 11 to 16 year old. Our eye-tracker was a Tobii Pro
Glasses 2 (100Hz frequency rate). The experiment is divided in 5 parts and lasts
about 1 hour (see Figure 1): the first part is the vocabularys WISC subtest, the
second part is about to learn the Esperanto lesson, the third part is the codes
WISC subtest, the forth part is a quiz about the lesson, and the last part is the
letter-number sequencings WISC subtest. WISC stands for Wechsler Intelligence
Scale for Children and is the most widely used IQ test for children (especially
in the US, Canada, and Europe). It is composed by several subtests, each of
them estimating precise cognitive abilities. The vocabulary subtest estimates
the verbal comprehension, fluency and word-knowing, the code part estimates a
learning factor and the non-verbal working memory speed, and the letter-number
sequencing subtest estimates the verbal auditory recall (working memory). The
second and forth part of the experiment (lesson + exam) are about to estimate
a learning factor and the recall memory. The participants are evaluated on the
translation of words and sentences, on the differences between the two alphabets,
and on some elements of the grammar. We chose to use the WISC subtests at
distracting tasks to limit the primacy-recency bias.
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Fig. 1. The 5 parts of our experiment: blue ones are recorded with the eye-tracker.

4 Analysis

Many variables have been collected through our experiment: the WISC subtests
score, the gaze data, the results of the exam. We studied the distribution of
the gaze data with the Shapiro-Wilk test, and found that some gaze character-
istics do not follow the theoretical normal distribution. We thus chose to use
an ANOVA permutation test as it is a non-parametric test. We considered 21
global gaze metrics including the normalized sum, mean and standard deviation
of fixation duration, saccade horizontal amplitude, vertical amplitude, vectorial
amplitude, absolute and relative angles, and pupil dilatation as defined in [8,
13]. We used the aovp() R function from the lmperm package to perform our
tests. We tried to explain the Esperanto test score or the WISC subtest scores
by finding an interesting combination of factors (gaze metrics). Due to the com-
binatorial complexity we tested up to 6 factors at the same time and saved the
models when all the factors were significant (p-value < 0.05). Figure 2 shows an
example of gaze features that are highly correlated to the global exam score.

Df R Sum Sq R Mean Sq Iter Pr(Prob)

MedianFixationDuration 1 351.17 351.17 5000 <2e-16 ***

ScanpathLengthNorm 1 204.33 204.33 5000 0.0026 **

SumRelativeAngles 1 282.22 282.22 5000 <2e-16 ***

StandardDeviationAbsoluteAngle 1 431.80 431.80 5000 <2e-16 ***

Residuals 17 320.76 18.87

Fig. 2. One output of the aovp() function.

5 Conclusion

Regarding our preliminary results in Figure 2, it seems that a link exists between
some gaze metrics and the global score obtained at the Esperanto exam. These
metrics are promising to predict the global learning quality. However, we found
out that other combinations of gaze characteristics actually explain this variable.
As a perspective, our ambition is to identify, map and order all gaze parameters
based on their ability to predict the quality of the recall memory. In addition,
beyond the global memorization score, we aim at developing a machine learning
technique that can accurately distinguish what is learned from what is forgotten.
We plan to extend this pilot study by passing our study to entire classes in our
academy, so as to increase the statistic power of our tests. We hope that these
preliminary study is a first step toward recommender systems based on the
memory of users.
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