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Preface

The data envelopment analysis (DEA) technique is used to identify the strengths and
weaknesses of a set of decision-maker units. In this technique for each decision-
making unit based on the data analysis, relative efficiency, pattern coordinates,
rankings, congestion in inputs, return on the scale, Malmquist productivity index,
cost efficiency, and profit efficiency can be evaluated. For each decision-making unit
(DMU) belonging to a set of observed units, it is necessary to solve an independent
optimization problem in order to achieve the above objectives.

Suppose a n-member set of decision making units is evaluated. In this case,

• In order to assess the efficiency of all units, at least n independent optimization
problems should be solved.

• For the ranking all units, at least n independent optimization problems should be
solved.

• To calculate the input congestion for all units, at least 2n independent opti-
mization problems should be solved.

• To calculate the return to the scale for all units, at least 2n independent opti-
mization problems should be solved.

• To calculate the Malmquist productivity index for each of the n units, at least
4n independent optimization problems should be solved.

• To calculate the cost efficiency for all units, at least 2n independent optimization
problems should be solved.

• To calculate the revenue and profit efficiencies for all units, at least n indepen-
dent optimization problems should be solved.

In many real applications like evaluating companies registered in a country or a
geographic area and evaluating faculties of a country, it has been observed that the
number of DMUs can reach thousands of units. Problems designed to achieve these
goals include linear programming, nonlinear programming, and mixed planning. In
such problems, the number of constraints or variables is equal to the number of
DMUs under evaluation where if the structure of the problem changes from a box to
network, the number of constraints will multiply. This information indicates in
order to achieve the objectives of the performance evaluation for a set of DMUS, a
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huge number of optimization problem should be solved and this issue can be done
by the help of strong software. It should be noted that when the number of DMUs as
well as assessment periods is increased, the volume of results obtained from the
optimization model will also increase. For example, if 2000 DMUs are evaluated
within 12 months, then 24,000 efficiency scores will obtain after solving the cor-
responding models. In this way, it is necessary to provide an appropriate analysis
for the management by analyzing the results. Therefore, all analysts working in the
field of DEA need to know a software that can solve many of the optimization
problems (linear, nonlinear, and so on) and have high capability for statistical
analysis of the results derived of optimization models. One of the best software that
can have good performance in solving optimization models and statistical analysis
of the obtained results is R software.

Mathematical science is one of the most accurate and reliable sciences, whose
precision of calculation from the origin of this science up to now has never been
overlooked by anyone. But gradually due to the complexity of calculations and
solving equations, manual calculations were not possible in terms of accuracy and
time. However with the advent of computers, the speed of problem solving has
grown steadily. Note that, the specialized problems were not solvable due to their
very high time consuming and so the professional software came in. With the
advent of such software, the knot of many unfinished and timely issues was opened,
but learning such software turned into a problem for researchers. Today, the use of
specialized and advanced software is one of the requirements of the work of the
researchers in achieving the goals of the research and finding correct, quick, and
accurate conclusions.

R is a mathematical and object-oriented programming language designed pri-
marily for statistical computing and data mining. This language is in fact the S
version of the open-source version. The R project was conducted by Robert
Gentleman and Ross Ihaka in 1995 at the Auckland University’s Department of
Statistics, hence the name R. This application is licensed under the GNU General
Public License (GNU GPL) of the Free Software Foundation and is available free of
charge. It is currently being developed by a group of statisticians called the
“Software Core Team” R page at www.r-project.org. Although R is often used for
statistical computations, it can also be used for matrix computations, which is
similar to software such as Octave and MATLAB. The programming language R
covers a wide range of optimization of linear and nonlinear models, integer and
quadratic programming as well as classical statistical tests, time series analysis,
classification and clustering, and has high graphical capabilities. In the R envi-
ronment, C, C ++, and FORTRAN have the ability to connect and invoke the
program while the expert users can directly change the R objects by using the C
code. Among the features of R can be graphical facilities for data analysis and
drawing diagrams, a simple and advanced programming language including con-
ditional expressions, loops, recursive functions, and a strong set of computing
operators, arrays and matrices, software packages for data mining and analysis,
storage, retrieval and manipulation of data, a multi-purpose library for analytical
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operations, and data mining libraries. This software is free and open source. In this
way, there is a special interest to this software among scholars.

DEA with precise and imprecise data has many applications in various fields such
as agriculture, environment, companies, banks, insurance, universities, schools,
manpower, hospitals, countries, mechanical engineering, service, and manufacturing
centers. Thus, this technique can be used for most academic disciplines such as
mathematics, industrial engineering, management, accounting, finance, agriculture,
the environment as a tool for analyzing results. Consequently, this book is dedicated
to the use of R codes for DEA models with crisp and fuzzy data. By describing crisp
and fuzzy DEA models, it represents an outstanding reference guide helping experts
to solve these models with R they must face in their different work environments.

The book is divided into five chapters. In the first, a brief introduction is given
of the key concepts of DEA and fuzzy sets that are most relevant for the models that
are considered in the rest of the volume. The following chapter is presented to some
basic definitions about R and required commands used in writing DEA models with
R. Following that, the third chapter covers basic models of DEA technique as well
as R codes of the models along with numerical examples. In addition to the classic
performance evaluation models in DEA, developed models have been introduced in
this technique that help different aspects of analytics in performance evaluation.
Therefore, in the fourth chapter, the developed DEA models are introduced briefly
and then the corresponding R code for these models are provided. Finally, one
of the models that is most frequently the motive for analytics is considered: the
fuzzy DEA (FDEA) models. The conventional DEA models require precise input
and output data, which may not always be available in real-world applications.
However, in real-life problems, inputs and outputs are often imprecise which can be
formulated with fuzzy data. Consequently, in the fifth chapter, the main approaches
for solving FDEA models are classified and the mathematical approaches of each
category are described briefly. Then, R codes for each FDEA model are provided.

To conclude, we the authors wish to express our special recognition to Prof.
Janusz Kacprzyk, and Dr. Leontina Di Cecco who from the very first moment
accepted our book proposal and who encouraged us continually throughout the
preparation of this volume. And needless to say, the authors wish to manifest our
sincere gratitude to our respective families for the support, understanding, and
patience that they have shown us throughout the time that we have dedicated to
preparing this book.

Tehran, Iran Farhad Hosseinzadeh Lotfi
Qaemshahr, Iran Ali Ebrahimnejad
Rasht, Iran Mohsen Vaez-Ghasemi
Qazvin, Iran Zohreh Moghaddas
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