
Lecture Notes in Artificial Intelligence 11697

Subseries of Lecture Notes in Computer Science

Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

Founding Editor

Jörg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244

http://www.springer.com/series/1244


Kamil Ekštein (Ed.)

Text, Speech,
and Dialogue
22nd International Conference, TSD 2019
Ljubljana, Slovenia, September 11–13, 2019
Proceedings

123



Editor
Kamil Ekštein
University of West Bohemia
Pilsen, Czech Republic

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-030-27946-2 ISBN 978-3-030-27947-9 (eBook)
https://doi.org/10.1007/978-3-030-27947-9

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer Nature Switzerland AG 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-27947-9


Preface

The annual International Conference on Text, Speech, and Dialogue (TSD), which
emerged in 1998, constitutes a recognized platform for the presentation and discussion
of state-of-the-art technology and recent achievements in computer processing of
natural language. It has become a broad interdisciplinary forum, interweaving the
topics of speech technology and language processing. The conference attracts
researchers not only from Central and Eastern Europe but also from other parts of the
world. Indeed, one of its goals has always been bringing together NLP researchers with
various interests from different parts of the world and to promote their mutual
co-operation. One of the ambitions of the conference is, as its name suggests, not only
to deal with dialogue systems but also to improve dialogue among researchers in areas
of NLP, i.e., among the “text” and the “speech” and the “dialogue” people.

The TSD 2019 was again a very special year: The TSD conference got truly
international as it left the Czech Republic for the first time in its 22-year-long history.
The Program Committee decided that the existing good repute of the conference might
be further boosted by embedding it into the group of international conferences not only
by international participants but also by changing venues around the world and
involving local Organizing Committees from different countries. In order to make this
beginning of the new era as smooth as possible, we picked a destination in Central
Europe not far from the country of TSD origin, the Czech Republic. Thanks to
long-lasting co-operation and friendship with the ASR & NLP researchers from the
University of Ljubljana, Slovenia, the choice was thus easier. The first non-Czech
venue of the TSD conference was therefore the beautiful Slovenian capital Ljubljana.

The TSD 2019 conference was held on the campus of the co-organizing institu-
tion, the Faculty of Electrical Engineering of the University of Ljubljana, during
September 11–13, 2019. The conference schedule and the keynote topic was again
co-ordinated with the Interspeech Conference and TSD 2019 was listed as an
Interspeech 2019 satellite event. Like its predecessors, TSD 2019 highlighted the
importance of language and speech processing to both the academic and scientific
worlds and their most recent breakthroughs in current applications. Experienced
researchers and professionals as well as newcomers in the field found in the TSD
conference a forum to communicate with people sharing similar interests.

This volume contains a collection of submitted papers presented at the conference.
Each of them was thoroughly reviewed by three members of the conference reviewing
team consisting of more than 60 top specialists in the conference topic areas. A total of
33 accepted papers out of 73 submitted, altogether contributed by 174 authors and
co-authors, were selected by the Program Committee for presentation at the conference
and for publication in this book. Theoretical and more general contributions were
presented in common (plenary) sessions. Problem-oriented sessions as well as panel
discussions then brought together specialists in narrower problem areas with the aim of
exchanging knowledge and skills resulting from research projects of all kinds.



Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and the Program
Committee for their careful reviews and paper selection, and to the editors for their hard
work preparing this volume. Special thanks go to the members of both local Organizing
Committees for their tireless effort and enthusiasm during the conference organization.

September 2019 Kamil Ekštein
Miloslav Konopík
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Mitigating Gender Bias in Morphologically
Rich Languages

Ryan Cotterell

Department of Computer Science and Technology, Natural Language
and Information Processing Research Group, University of Cambridge,

William Gates Building, 15 JJ Thomson Avenue, Cambridge CB3 0FD, UK
https://www.cl.cam.ac.uk/research/nl/

ryan.cotterell@jhu.edu

Abstract. Gender bias exists in corpora of all of the world’s languages: the bias
is a function what people talk about, not of the grammar of a language. For this
reason, data-driven systems in NLP that are trained on this data will inherit such
bias. Evidence of bias can be found in all sorts of NLP technologies: word
vectors, language models, coreference systems and even machine translation.
Most of the research done to mitigate gender bias in natural language corpora,
however, has focused solely on English. For instance, in an attempt to remove
gender bias in English corpora, NLP practitioners often augment corpora by
swapping gendered words: i.e., if “he is a smart doctor” appears, add the sen-
tence “she is a smart doctor” to the corpus as well before training a model. The
broader research question asked in this talk is the following: How can we
mitigate gender bias in corpora from any of the world’s languages, not just in
English? As an example, the simple swapping heuristic for English will not
generalize to most of the world’s languages. Indeed, such a solution would not
even apply to German, since it marks gender on both nouns and adjectives and
requires gender agreement throughout a sentence. In the context of German, this
task is far more complicated: mapping “er ist ein kluger Arzt” to “sie ist eine
kluge Ärztin” requires more than simply swapping “er” with “sie” and “Arzt”
with “Ärztin”–one also has to modify the article (“ein”) and the adjective
(“klug”). In this talk, we present a machine-learning solution to this problem: we
develop a novel neural random field that generates such sentence-to-sentence
transformations, enforcing agreement with respect to gender. We explain how to
perform inference and morphological reinflection to generate such transforma-
tions without any labeled training examples. Empirically, we illustrate that the
model manages to reduce gender bias in corpora without sacrificing grammat-
icality with a novel metric of gender bias. Additionally, we discuss concrete
applications to coreference resolution and machine translation.



Adversarial Attacks on ML Systems

Bhiksha Raj

Language Technologies Institute, School of Computer Science,
Carnegie Mellon University, 5000 Forbes Avenue, Pittsburgh, PA 15213, USA

http://mlsp.cs.cmu.edu/people/bhiksha/
bhiksha@cs.cmu.edu

Abstract. As neural network classifiers become increasingly successful at var-
ious tasks ranging from speech recognition and image classification to various
natural language processing tasks and even recognizing malware, a second,
somewhat disturbing discovery has also been made. It is possible to fool these
systems with carefully crafted inputs that appear to the lay observer to be natural
data, but cause the neural network to misclassify in random or even targeted
ways.

In this talk we will discuss why such attacks are possible, and the problem of
designing, identifying, and avoiding attacks by such crafted “adversarial” inputs.



Multiword Expressions and Idiomaticity:
How Much of the Sailing Has Been Plain?

Aline Villavicencio1,2

1 Department of Computer Science, University of Sheffield, UK
www.sheffield.ac.uk/dcs

2 Institute of Informatics, Federal University of Rio Grande do Sul, Brazil
www.inf.ufrgs.br

a.villavicencio@sheffield.ac.uk

Extended Abstract

Much progress has been made in designing accurate word representations [2–4], with
improvements for language technology applications like machine translation and text
simplification. Precise natural language understanding requires adequate treatments
both of single words and of larger units. In particular, one commonly held assumption
for constructing the representation for larger units like expressions, phrases and sen-
tences, is that the meaning of the unit can be constructed from the meanings of its parts,
in what is known as the Compositionality Principle. While it allows an interpretation to
be generated even for unseen combinations of known words, it may not be adequate for
expressions like idioms, verb-particle constructions and compound nouns as they often
display idiomaticity. For instance, this is the case of loan shark with the meaning of a
person who lends money at extremely high interest rates (rather than a fish that can be
borrowed). Therefore it is important to identify which words in a sentence form an
expression [5], and whether an expression is idiomatic [1, 6] and should be treated as a
unit, as this determines if it can be interpreted from a combination of the meanings
of their component words or not. In this talk I discuss advances on the identification
and treatment of multiword expressions in texts, focusing in particular on techniques
for modelling idiomaticity.

Acknowledgements. This talk includes joint work with Carlos Ramisch, Marco Idiart,
Silvio Cordeiro, Rodrigo Wilkens, Felipe Paula and Leonardo Zilio.
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