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Abstract. Currently, there is a plethora of video wearable devices that can 
easily collect data from daily user life. This fact has promoted the development 
of lifelogging applications for security, healthcare, and leisure. However, the 
retrieval of not-pre-defined events is still a challenge due to the impossibility of 
having a potentially unlimited number of fully annotated databases covering all 
possible events. This work proposes an interactive and weakly supervised 
learning approach that is able of retrieving any kinds of events using general and 
weakly annotated databases. The proposed system has been evaluated with the 
database provided by the Lifelog Moment Retrieval (LMRT) challenge of 
ImageCLEF (Lifelog2018), where it reached the first position in the final 
ranking. 
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1 Introduction 

Wearable video cameras are omnipresent in the current consumer market, which has 
been steadily growing in recent years. Market studies predict that the number of sales 
will reach 30 million units by 2020 [1]. One of the main keys has been the affordability 
of wearable cameras, which allow users to continuously record large amounts of 
unconstrained video data from a first-person point of view, without compromising their 
mobility or the use of the hands. These facts have promoted video lifelogging, where a 
user continuously records his everyday experiences by wearing a camera over a long 
period of time. The acquired images can be exploited to get very useful information 
about how people live, opening new opportunities for a wide range of applications, 
such as security, healthcare, and leisure [2-5]. 

However, the huge amount of image and video data may cause the user never 
revisits most of those recorded visual memories. Even more, the few relevant events for 
the user can be extremely difficult to find among long uninteresting segments and 
repetitive images. Therefore, wearable video devices, and more specifically visual 



lifelogging, require the development of advanced analysis techniques to identify and 
locate those meaningful and interesting events and memories. And thus, allowing a fast 
and efficient data browsing and retrieval. 

As a result, the number of research articles and events have increased in the last 
years to find solutions to the previous demands, such as LifeLog [6], MyLifeBits [7, 8], 
NTCIR Lifelog Task [9], and the several editions of ImageCLEF Lifelog [10-12]. Most 
of the existing techniques for video segmentation, summarization, retrieval, and 
browsing are oriented to Third Person View (TPV) recordings, instead of First Person 
View (FPV) ones. The analysis of TPV recordings benefits from the existence of 
constraints imposed by the application domain (sports, news, movies, TV dramas, 
music videos, etc.) [13, 14]. For example, they rely on flash lights or "score" cuts, 
background music, shot duration and silences, text captions in broadcast news and 
shows, etc. [15]. However, these cues are absent in FPV video [16, 17]. Even more, the 
lack of an intentional structure in the FPV recordings is a source of additional chal­
lenges: long streams of data with subtle temporal and spatial boundaries, low quality of 
the recordings, unknown and diverse context, large number of non-informative images 
(such as walls or the sky), etc. Consequently, applying TPV analysis techniques to FPV 
videos is far for providing satisfactory results, even they can perform worse than 
uniform sampling in some cases [18]. 

There are also additional challenges in visual lifelogging that restrict the type of 
visual analysis techniques that can be applied. Some of them makes unreliable the use 
of computer vision techniques based on temporal coherence and motion estimation, 
such as the free motion of the camera, the abrupt changes in lighting conditions, and the 
repetitive image content. Other problems affect the recognition capability of objects in 
the video, such as occluded objects, blurring, and light saturation [19]. Moreover, the 
huge volume of data generated by these wearable cameras, along with the current 
increasing rate of available devices, requires of efficient methods to extract and locate 
relevant content [20]. 

Several articles have been proposed in the literature to face the previous challenges 
for event retrieval and content search in visual lifelogging. Aghazadeh et al. [21] 
retrieve relevant scenes and actions using a previously acquired egocentric dataset. For 
this purpose, a query sequence is aligned with sequences in the dataset through 
dynamic time warping. In [22], visual lifelog data is split into segments, extracting time 
data, low visual features, and audio features per segment. Then, the user provides a 
time reference and a query image to extract representative clips per segment by using a 
clustering approach. Finally, the user can provide additional query images to refine the 
search and improve the results. Other research proposes to use a more semantic rep­
resentation, instead of low visual features. In this line, Wang and Smeaton 23 proposed 
to reason on semantic networks using a density-based approach to extract the most 
appropriate concepts for event representation. In 2425, a dataset of egocentric images is 
represented by a graph, adding connections between nodes when the underlying images 
have a similar Bag-of-Words representation. Finally, a local graph-clustering strategy is 
applied to retrieve the desired information. Instead of providing a query image, Radeva 
et al. [26] proposed to measure the similarity between daily visual data, combining 
dynamic time warping and the Swain's distance. Penna et al. [27] proposed a gener­
ative model to capture the feature distribution in video data using deep features. Then, 



Markov [28] walks are applied over a model that captures the spatial interdependence 
of the image features. This allows to classify scenes with few labeled training 
examples. 

In this paper, a strategy to retrieve events not previously pre-defined from a huge 
lifelogging dataset without ground truth is presented. The proposal is based on an 
interactive and weakly supervised learning approach, where a few query images are 
required (between 6 and 12). By using semantic image representations based on deep 
features, a set of related images to the query ones is obtained from the lifelogging 
database. The user, then, interactively selects the images closest to his original queries. 
Automatically, the learning-based engine is re-trained, making new predictions that 
provide the final retrieval results. This procedure is user-friendly, avoiding the 
requirement of experts to prepare the retrieval system for obtaining new events. This 
approach has been evaluated in the LMRT challenge of imageCLEF 2018, reaching the 
first place (out of a total of 29 strategies proposed by 6 different teams). 

The rest of the paper is organized as follows. Section 2 describes in brief the LMRT 
challenge. In Sect. 3 the developed challenge winning strategies are introduced. Sec­
tions 4, 5, and 6 describes the database preprocessing, the main methodology after the 
proposed strategies, and the postprocessing, respectively. Section 7 presents the 
experimental results. Finally, conclusions are drawn in Sect. 8. 

Table 1. Topics considered in the LMRT challenge. 

Topic ID 

LST001 
LST002 
LST003 
LST004 
LST005 
LST006 
LST007 
LST008 

LST009 
LST010 

Topic title 

Preparing salad 
VR experiments 
My presentations 
Interviewed by a TV presenter 
Dinner at home 
Assembling furniture 
Taking a coach/bus in foreign countries 
Costa coffee with friends 
Using mobile phone or tablets in a vehicle 
Graveyard 

2 Lifelog Moment Retrieval (LMRT) Challenge 

The aim of the LMRT challenge is to retrieve specific moments in a lifelogger's life for 
the 10 topics shown in Table 1. Such moments are defined as semantic events or 
activities that happened throughout the day. 

The provided lifelogging dataset is composed by 50 days of data from a lifelogger. 
The data can be divided into images, visual concepts, and semantic content. The image 
data consists of 1500-2500 images per day, acquired from a wearable camera. Visual 
concepts are automatically extracted with varying rates of accuracy. Regarding 
semantic content, it is composed by locations, activities, and biometrics information 



(heart rate, galvanic skin response, calorie burn, steps, etc.), obtained with different 
sensors and devices. Finally, it must be noted that the dataset does not include specific 
ground truth related to the specific topics. 

3 Proposed Strategies 

Three different strategies have been developed for addressing the LMRT challenge. All 
of them have in common the adoption of a Deep Neural Network-based classification 
approach that uses an interactive transfer learning method. On the other hand, they 
differ in the number of simultaneous considered classes (i.e. topics). 

The first strategy, called two-class strategy, considers every topic independently, 
and it requires a trained deep neural network (DNN) per each topic with two outputs: 
Correct/Wrong. Therefore, since each DNN considers only one topic, each of them will 
lead to a binary output that represents the topic event or its absence. 

The second strategy, called ten-class strategy, considers all the topics simultane­
ously. Consequently, in this case, only one trained DNN with ten outputs is considered 
(one output per topic). 

Finally, the third strategy, called eleven-class strategy, is an evolution of the pre­
vious one with an additional output to consider events that do not belong to any of the 
10 topics. 

The details concerning each of the three above described strategies are provided 
throughout the following sections. In addition, the offline pre-processing and post­
processing stages that are applied for all the strategies are also detailed. 

Table 2. Corresponding images per topic, as they have been described in Table 1. 

Topic ID 

LST001 
LST002 
LST003 
LST004 
LST005 
LST006 

LST007 
LST008 

LST009 
LST010 

Category 

Location 
Activity 
Activity 
Location 
Location 
Activity 
Activity 
Location 
Activity 
Location 

#i mages 

27,880 
66,506 
66,506 
27,880 
8,986 

66,506 
8,800 

601 
10,754 
26,393 

4 Off-Line Preprocessing 

According to the types of metadata associated to the images in the dataset, they are first 
classified into two classes (Activity and Location), and then in several subcategories. 
For the case of Activity category, the subcategories are: transport, airplane, walking, 



and no-activity (all the images with no activity information). Regarding the Location 
category, 96 subcategories are considered, 95 are associated to specific geographical 
locations, and the last one to images without geographical position information. 

This preprocessing will help the user to select images related to specific moments. 
Moreover, since the process is offline, there is no impact in the computational cost of 
the proposed strategies. 

Table 2 shows how the categories have been assigned to each of the above chal­
lenge topics. In addition, the amount of frames conforming each topic is shown. 

5 Methodology 

The proposed retrieval strategies are based on a six-stage methodology, in which the 
user must adjusts a pre-trained DNN in an interactive, easy, and fast way to recover the 
required information of the events. The six stages in the proposed methodology, which 
are illustrated in Fig. 1, are described below. 

0- - " ^ 
Image selection 

Training 

0 — -i > <?> 
Correction <^f l 

I 
Testing 

I 
Training Testing 

Fig. 1. Block diagram of the proposed classification strategies. 

1-Image Selection: First, helped by the classifications performed in the pre-processing 
stage, the user manually selects sets of images corresponding to each of the topics to be 
retrieved (true samples). Additionally, for each topic, a second set of images not related 
to it is also manually created (false samples). Table 3 summarizes the number of 
positive and negative samples manually selected to address each of the topics. It can be 
observed that different amounts of true and false samples have been chosen in each 
topic. To prove that this manual step is not critical, and it can be done easily and 



quickly, for each topic, the true images have been chosen from a unique event (i.e. 
same day and same place). In the case of false samples, they have been just selected 
from the true images corresponding to other topics. Consequently, as it is shown in the 
table, some topics contain large amounts of true/false samples (e.g. LST003), whereas 
other ones include much less samples (e.g. LST008). However, it will be proven that 
the obtained results are successful independently of this large variety of sample set 
sizes. Consequently, their manual selection can be performed very easily. 

2-Training: Once Positive and Negative sets of samples have been manually chosen, 
the pre-trained Convolution Neural Networks (CNNs) AlexNet [29] and GoogleNet 
[30] are retrained using such sets. 

3-Testing. For each topic, both CNNs are used to automatically classify the images 
selected in the previous stage as belonging to a topic or not. Depending on the applied 
strategy (two-class, ten-class, or eleven-class), this stage is performed considering 
different number of classes. More details are provided later. 

Table 3. Number of initial positive and negative samples per topic. 

Topic ID 

LST001 
LST002 
LST003 
LST004 
LST005 
LST006 

LST007 
LST008 

LST009 
LST010 

Positive 

12 
22 
26 
10 
10 
24 
10 

9 
10 
8 

Negative 

400 
431 

1201 
431 

2044 
26 
26 
78 

102 
691 

4-Correction: The results obtained for each topic are supervised and, if necessary, 
manually corrected. In most topics such results were very successful. So, few minutes 
were necessary to correct the classification results. However, in some topics (e.g. 006), 
in which the image selection step was problematic, and the final set of true samples was 
small, the number of misclassified images was significantly higher. Therefore, much 
more than a couple of minutes would be necessary to correct such misclassifications. 
However, to prove that the proposed strategy does not require so hard manual inter­
actions, a maximum time of five minutes has been established to perform this correction 
step in each category. Obtained results have proven that even if all the results initially 
obtained have not been corrected, the subsequent stages will be able to correctly 
reclassify the images. 



5-Training: Again, once the results previously obtained have been re-classified, both 
CNNs are retrained using the new sets of true and false sets of images for each topic. 

6-Testing: Each CNN is finally used to classify the full set of original images (i.e. all 
the 80,439 images, without having made any previous classification among them). 

In the case of the two-class strategy, the six described stages are applied inde­
pendently for each topic. That is, for each topic, two classes are considered: images 
belonging to the topic (true samples) and images not belonging to it (false samples). 
Therefore, each CNN is used individually for each topic. The initial true samples are set 
as those manually classified (stage 1) as positive for the corresponding topic, whereas 
the initial false positives are those belonging to the remaining ones. 

Regarding the ten-class strategy, in contrast to the previous one, the CNNs are used 
to classify the images simultaneously among ten classes, each of them corresponding to 
each of the topics. Therefore, in this case, in the initial manual classification the 
samples corresponding to each class are those set as positive (in the corresponding 
topic) in the pre-processing stage. 

Finally, the eleven-class strategy also considers the ten topics simultaneously. 
However, in contrast to the ten-class strategy, an eleventh class is considered, which 
includes images not belonging to any of the topics. The samples for this class results 
from the union of all the groups of negative samples that have been obtained in the pre­
processing stage, but discarding those samples belonging to other events. 

6 Postprocessing 

Once the final classifications have been performed, according to the LMRT rules, a set 
of 50 images representing each of the topics must be provided. Therefore, a final post­
processing stage is necessary to select such 50 images from the set of images classified 
as belonging to each of the topics. 

The used CNNs not only provide a final classification but also a confidence score 
for each analyzed image. Consequently, to select the 50 most representative images of 
each class, all the images have been ranked according to such score and those with the 
highest 50 values have been finally selected. 

7 Experimental Results 

The proposed system has been evaluated with the databases provided by the Lifelog 
Moment Retrieval (LMRT) challenge of ImageCLEF (Lifelog2018), where it reached 
the first position in the final ranking. At the competition, the organizers proposed the 
classic metrics for retrieval, specifically: 

• Cluster Recall at X (CR@X) - a metric that assesses how many different clusters 
from the ground truth are represented among the top X results; 
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• Precision at X (P@X) - measures the number of relevant photos among the top X 
results; 

• F1-measure at X (F1@X) - the harmonic mean of the previous two. 

Table 4. Indicative results of F1@10 for the proposed strategies. subm#0 has not been 
submitted to the challenge. 

Submission ID 

subm#1 
subm#2 
subm#3 
subm#4 
subm#5 
subm#6 
subm#0 

Strategy 

Two-class 
Two-class 
Two-class 
Ten-class 
Ten-class 
Eleven-class 
Eleven-class 

CNN 

AlexNet 
GoogleNet 
Average 
AlexNet 
GoogleNet 
AlexNet 
GoogleNet 

F1@10 

0.504 
0.545 
0.477 
0.536 

0.477 
0.480 
0.542 

Table 5. All the results of the competition. DCU was given as reference by the organizers. 

Group Name 

AILabGTi 
HCMUS 
Regim_Lab 
NLP-lab 
CAMPUS-UPB 
DCU* 

F1@10 

0.545 

0.479 
0.424 
0.395 
0.216 
0.131 

Rank F1@10 

1 
2 
3 
4 
5 
0 

All the presented results have been performed using Matlab along with a computer 
provided with multi-CPU system at 2.80 GHz and a GPU. The mentioned results were 
also provided by the organizers, off competition. 

Official ranking metrics this year is considered the F1-measure@10, which gives 
equal importance to diversity (via CR@10) and relevance (via P@10). In Table 4, 
indicative results of F1@10 are given for all the submissions (subm#1-6), plus the not-
submitted trial of the third strategy (subm#0). Thus, formally the best strategy proved 
to be the two-class strategy with the GoogleNet pretrained network. In Table 5, the 
formal best result of the subtask for every team is presented. Please notice that the runs 
of DCU* are not ranked since they are the organizing team. 

In Table 6, F1@X for various cut off points are considered, with X = 5, 10, 20, 30, 
40, 50, for all the submissions. 

In Fig. 2, the resulted F1@X are presented in chart per submission. As it is 
apparent, in most submission the result is not significantly changing by checking more 
data. As only exception, at subm#1: two-class Alexnet, considering more data 
improves significantly the result, and it reaches to be much better than the other 
submissions. 

In Fig. 3, the F1@10 is presented per topic. Here, more conclusions can be 
extracted: 
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• For the topics LST003, LST004 and LST006, the results do not change by the 
different techniques. More obvious is the case of LST006, where it is always 0, 
since the initially selected images were wrong examples. 

• It seems that in subm4: ten-classes Alexnet, most of the queries present a peak, 
except of LST002 that presents low. 

• It is interesting that LST004: Interviewed by a TV presenter, gives almost perfect 
results. Since there were many images in different places, and just few were selected 
at first, could it be that the presence of the camera is enough to distinguish the 
moments? 

Table 6. Results for all the trials of F1@X for X = 5, 10, 20, 30, 40, 50. subm#0 has not been 
submitted to the challenge. 

Trial 

sub#1 
sub#2 

sub#3 
sub#4 

sub#5 
sub#6 
sub#0 

F1@5 

0.395 
0.520 
0.452 
0.543 
0.452 
0.480 
0.507 

F1@10 

0.504 
0.545 
0.477 
0.536 
0.477 
0.480 
0.542 

F1@20 

0.571 
0.562 

0.445 
0.543 
0.459 
0.495 
0.525 

F1@30 

0.604 
0.547 

0.438 
0.552 

0.438 
0.521 
0.534 

F1@40 

0.606 
0.523 
0.465 
0.562 

0.465 
0.528 
0.508 

F1@50 

0.594 
0.522 

0.473 
0.556 
0.473 
0.549 
0.532 

Fig. 2. F1@X per submission. 
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Fig. 3. F1@10 per topic. 

8 Conclusions 

This paper describes an interactive and weakly supervised learning system that is able 
of retrieving any kinds of events using general and weakly annotated databases. It was 
evaluated in the framework of the Lifelog Moment Retrieval (LMRT) challenge of 
ImageCLEF Lifelog2018, that it came first in the final ranking [31]. The competition 
was quite challenging as it required to handle a huge number of images for retrieving 
moments for ten specific topics. We proposed 3 different strategies to respond to the 
topics, all using deep learning-based algorithms and specifically AlexNet and 
GoogleNet. 
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