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Abstract. This paper demonstrates a detailed performance diagnosis of a pro-
duction process. With limited investment power for new technologies, manag-
ers want to diagnose the reason for system underperformance, i.e. diagnosing 
performance gaps. This paper found detailed performance measures for specific 
production orders by using event log data, i.e. a set of timestamps that denote 
the occurrence of an atomic event in production. Sequential time registrations 
for each production order give detailed insights in how the production process 
is behaving. The reported case study gave managers a web application that lets 
them zoom in and out of different characteristics to get an understanding how 
their production process results in a certain performance. Based on the back-
ground and case, a framework and way forward are proposed on how to per-
form detailed diagnosis to explain performance gaps in production.  

Keywords: Data-driven production management, Event Logs, Problem Diag-
nosis, Performance Measurement. 

1 Introduction 

While computing power and data science are developing at high speeds, production 
companies often rely on self-constructed spreadsheet solutions for data-driven deci-
sion taking for planning and control [1]. This is not wrong and has been proven useful 
over the last 20 years to measure along the performance of resources, output and flex-
ibility [2].  

Companies rely on less advanced data sources as they are not matured into digital 
factories. Using sensors and buying expensive systems to support them is neither 
feasible nor the core business of most companies. This does not mean that there is 
nothing to be won from the data stored in existing systems; with little capital invest-
ment data analysis tools are available to give performance insights along the produc-
tion process, at a more detailed level than established single number key-performance 
indicators (KPI) used in traditional production control methods. This enables the pos-
sibility to diagnose problems occurring in production at a more detailed level.  

In this paper we present a web application for detailed performance diagnosis in 
production based on event logs, i.e. a set of timestamps that denote the occurrence of 
atomic events. The background describes the current challenges with translating per-
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formance measurements into relevant diagnoses first. Second, a background on the 
use of event logs is sketched, coming from the domain of process mining. Then we 
describe a method and case where event logs were used for diagnosis, discuss the 
results and a framework for data-driven performance diagnosis, before concluding the 
paper. 

2 Background 

2.1 From performance measure to diagnosis 

Performance measurement systems (PMS) in production measure along the lines of 
resources (cost containment and efficiency), output (customer service) and flexibility 
(ability to respond to a changing environment) [2]. Having a performance measure, 
however, does not ensure that corrective action will result in the desired outcome. It is 
therefore unclear whether users of PMS outperform those that do not [3]. So while it 
seems imperative that “if you don’t measure progress toward an objective, you cannot 
manage and improve it" [4], organizations can perform with or without measuring it, 
as long as they learn how to perform [5]. Learning how to perform or how to solve 
problems, however, requires diagnosis. 

Wagner [6] frames diagnosis as “the analysis of a present condition or present state 
of the system” [6],  differentiating between causal diagnosis in which one tries to 
determine a cause to an issue, and situation understanding, in which no deviations 
from a desired state are researched. A single aggregated performance measure does 
not give a causal analysis or a situational understanding and more information would 
be required to explain why performance is as it is. 

There is a large theoretical and practical domain for diagnosis or problem analysis, 
e.g. root-cause analysis, fishbone diagrams, and 5-whys. Wagner [6] summarizes how 
diagnosis should be undertaken:  

1. Have an indication that there is a performance gap, i.e. the performance is different 
from the desired situation. 

2. Description of the system under investigation.  
3. Listing potential causes.  
4. Planning the search, i.e. how to identify problem sources.  
5. Analysis and model building; identifying what is wrong by eliminating all the 

causes and explanations that are not supported by evidence.  

This leads to today's challenges in translating a performance measure to a diagno-
sis. Many manufacturers want to achieve a combination of on-time performance, low 
work-in-progress (WIP) and related low throughput times, low inventory, and high 
output [2]. The basis for improving these performance measures could start with the 
theory-of-constraints approach [7] or a lean approach. To see the development of 
these performance measures over time, one could use the throughput diagrams from 
load-oriented manufacturing control [8]. To be able to diagnose a performance gap, 
however, the buildup of a KPI must be understood. Unlike other theories, this paper 
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considers the possibilities of modern data-analytics to analyze multiple factors that 
influence the KPI, arguing against aggregated KPIs.  

2.2 The use of event logs and data-driven diagnosis 

When production data is collected, it often comes with a timestamp, i.e. a time and 
date associated with an atomic event that indicates an activity or action has occurred. 
Moreover, it is often possible to attribute events to an instance of a certain process, 
e.g., the handling of a specific Production Order (PO). One data-driven method to 
apply on such timestamped data that can be grouped according to process instances, 
which are also denoted as event logs, is process mining. Based on event logs, process 
mining method can discover a model of how processes are actually executed [9]. Such 
discovered models are then used to analyze deviations from the planned process both 
to investigate compliance (quality, regulations) and performance (bottlenecks, re-
work) related questions [10].  

In a production context, some applications of process mining have been reported. 
For example, in [11] workload in a production process is analyzed using process min-
ing methods, in [12] production shutdowns are analyzed, and in [13] process mining 
is used to predict the cost of a manufacturing process. In addition to process mining, 
there is a large domain of other data analysis methods reaching from data-collection 
technologies, data processing and various methods for data visualization. 

3 Methodology and case description 

This paper builds a new method for diagnosing the performance of production. The 
method is built from a pragmatic perspective using a real-life dataset and existing 
theory as described in the background, advancing the use of data analytics for perfor-
mance diagnosis, but at the same time considering the limitations of a real case.  

The case company is a metal parts producer in the Netherlands. Production orders 
(POs) are prepared to customer specification. A PO leads to the production of a batch 
of the same part. The factory floor is organized in machining centers for each opera-
tion. Each machining center has multiple machines with different specifications, e.g. 
the bending center has multiple machines with different capabilities. 

Capacity is calculated by the maximum revenue the factory can generate. POs are 
scheduled backwards from the order due date with five days buffer, one day per 
planned operation and seven days for preparing the order for production. This gives a 
two-week lead-time for a PO that needs to be processed in two machine centers. 

The cutting operation is the first operation performed on each PO and is controlled 
for by optimizing the nesting of sheet metal. The other operations are organized based 
on earliest due date, machine availability and machine changeover time. This process 
is controlled by the supervisors of the different machining centers and is not formal-
ized.  

The case company has one enterprise resource planning system (ERP). For each 
PO, the system registers start and end times for all its operations which results in an 
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event log. In addition, each logged event contains information on the end-customer, 
planned production dates, and the kind of operation performed. The registration of 
start and end times is a manual process by scanning the order slip barcode. For each 
PO production operation, a machine is assigned. This assigned machine satisfies the 
minimal capabilities to perform the required operation. During execution, POs can be 
operated on a machine with a better specification, but this is not registered in the ERP 
system. Wrong time registration and variations in machine use can skew the data. 

Using the start and stop timestamps of all the operations of the POs, a detailed rec-
ord of all POs flowing through the factory can be constructed from the moment an 
order is finished at first machining center until finishing its last operation, i.e. each PO 
is a process instance of possible processes in the factory. 

The data analysis was performed with the R statistical software package. This re-
sulted in a web-application that builds up performance measures and graphs from the 
available event log. Table 1 summarizes the different performance measures that can 
be calculated, and the possibility to select specific PO timestamps in the event log 
based on selection criteria by filtering the data. Figure 1 demonstrates how for all 
selected POs throughput time and waiting time between cutting and other operations 
is visualized in a graph, such that variation and outliers become immediately appar-
ent. 

Table 1. Performance measures per focus area, based on selection possibilities  

For example, one can select the time range 1 January 2017 – 21 February 2017, for 
a specific customer and for POs that had between 3 to 6 operations. For this selection 
of POs in the event log, all performance measures and graphs are calculated instantly.  
  

Performance measures Selection possibilities for these perfor-
mance measures by filtering data 

Total process: 
Average throughput time (days) 
Standard deviation throughput-time (days) 
Average value added (hours) 
Average waiting days for outbound transport 
Average days late 
On time percentage 
# of POs delivered early 
# of POs delivered late 
 

 
Selection of specific POs 
# of operations performed 
Specific customer 
On time delivery (yes/no) 
Min/max throughput time 
Order type (customer and stock orders) 
Time range (all orders started within a time 
range)  
 

Between cutting and other machine centers: 
# of POs waiting for next operation 
Average waiting time until next operation 
Standard deviation in waiting time until next 
operation 

Selection of specific POs 
Machining center following after cutting 

WIP: 
# of POs in production over time 

 
-- 
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Fig. 1. Visualizing the individual POs to show variation and outliers for the filtered data 

4 Diagnosis results 

Based on perceived performance gaps, diagnoses were performed by using the web-
application. Before addressing the perceived performance gaps, trends over the last 
two years are discussed. From the first half year in 2017 to the last year in 2018, the 
throughput time on average increased by 1.5 days and the delivery performance 
dropped by 20% points. At every moment in time between 50 and 225 POs were on 
the shop floor as there is no limit on the amount of orders that can be released into 
production. 

For each perceived performance gap, the performed diagnosis is described: 

1. A general perception of no flow in the factory, POs queuing at various points, es-
pecially after the first operation for each PO, metal cutting. 

Using the web application, it was tested whether orders had a throughput-time 
equal to the planned throughput time. The planned throughput times were exceeded 
significantly mainly due to an average waiting time of over 3 days with a standard 
deviation of more than 6 days between cutting and the subsequent machining opera-
tion. 

This indicates that there is no connection between the planning of the first opera-
tion and the subsequent operations, overloading some machining centers after cutting 
the metal.  
 

2. The different machining centers focus on optimizing the utilization of their bottle-
neck machines and less on delivery dates, leading to bad delivery performance. 

The analysis found a great spread in delivery performance and throughput times. 
This leads to potential explanations: Many POs run on bottleneck machines, while 
other POs flow through without delaying queues. A second explanation is that opti-
mizing the usage of machining leads to unnecessary delays for certain POs. 
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3. Perceived low delivery performance. 

This could be confirmed and visualized by plotting the earliness or lateness of each 
order in a two-year period, seeing the variation in delivery performance, also seeing 
that many orders were delivered early. In addition, some customers were favored over 
others, having a much higher delivery performance (difference of 20% points to the 
average), while this is not official policy. Orders that were delivered on time, on aver-
age took 2.9 days less to produce than orders that were not on time.  
 

The diagnosis confirmed several challenges: 

• The planned days to perform an operation are underestimated and throughput times 
have increased significantly in the last two years. The planning method based on 
revenue capacity does not account for bottleneck operations. As the number of or-
ders keep on growing, this will become more visible.  

• The order release for the first operation is not linked to the availability of machines 
in subsequent operations, leading to long and variable waiting times after cutting. 

• There are most likely bottleneck machines that are not planned for. 
• Delivery performance has drastically decreased in the time-period of the provided 

dataset. 

5 Discussion 

The diagnosis in the last section lead to potential explanations of several performance 
gaps under investigation. It also gives the possibility to formulate hypotheses and start 
testing improvements in practice, as it gave a detailed image of a production envi-
ronment up to the machine center level. In this also lies a risk: The data does not con-
tain all information and other methods might be necessary to diagnose the perfor-
mance gap. For the case described in the last paragraph, this applies for bottleneck 
machines and a recommendation would be to start registering timestamps for the use 
of specific machines instead of machining centers. 

Figure 2 illustrates a framework that integrates decision-making from production 
control with data available from past performance. From production, timestamp data 
is recorded that is used to calculate performance measures. For each performance 
measure a threshold must be set, such that a performance gap can be detected. Once a 
performance gap is detected, the diagnosis process starts. The case in this paper used 
performance measure calculations based on timestamp data. The diagnosis should 
lead to potential causes to explain the performance gap. The case study did not go 
further than this activity. 

Based on the potential causes, hypotheses can be formulated to describe the effect 
between the potential cause and the performance gap. Testing the hypothesis with the 
available data can be a difficult exercise. Instead we propose to introduce improve-
ments that reduce the effect of the potential cause on the performance and monitor the 
effect of the outcome. 
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Fig. 2. Framework for detailed performance diagnosis using an event log 

6 Conclusion and future work 

In this paper, we discussed a realistic way forward for detailed performance diagnosis 
using an event log. For our case we demonstrated that traditional performance 
measures for production management can be specified for a specific case selection, 
depending on the quality and granularity of events recorded in an event log 

The use of timestamped data for each process instance lead to a process perspec-
tive where we could calculate performance measures for a specific dataset that com-
plies with certain conditions. We related this method to problem diagnosis to come up 
with a method for detailed performance diagnosis in production.  

Compared to traditional methods, the filtering of an available event log on charac-
teristics such as time-period, number of operations performed, customer and delivery 
performance, gives managers a method to quickly identify causes for certain perfor-
mance gaps.  

This research can be extended in multiple ways:  

1. An integration of process mining techniques and performance measurement to fa-
cilitate better performance gap diagnosis within production. This specifically holds 
for visualizing production processes in process models and enriching them with 
performance measures. 

2. Using atomic event production data in existing methods for visualizing workload 
control (see [8]).  

3. The use of different types of data in production and data-analysis techniques to fa-
cilitate the diagnosis of performance gaps.  

4. The use of new technologies to facilitate better data and easier, faster or more thor-
ough diagnosis. One way to overcome data quality issues is automatic data regis-
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tration, e.g., based on activity recognition using sensorised environments and 
wearables in a smart manufacturing environment. 

Even though factories are not fully digitalized, valuable information can often be 
extracted from existing systems to diagnose the performance gaps that factories are 
experiencing. General available software can be used to gain new insights, avoiding a 
technology push to facilitate the hype around IoT, machine learning and artificial 
intelligence. Data-driven production management should not be a solution, but an 
increasing powerful set of tools to facilitate diagnosis and problem solving. Connect-
ing these toolsets to performance measurement within supply chains and general 
problem-solving techniques is as equally important as further developing technologies 
under the digitalization or Industry 4.0 paradigms. 
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