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—— Abstract

For a fixed finite family of graphs F, the F-MINOR-FREE DELETION problem takes as input
a graph G and an integer ¢ and asks whether there exists a set X C V(G) of size at most ¢
such that G — X is F-minor-free. For F = {K>} and F = {K3} this encodes VERTEX COVER
and FEEDBACK VERTEX SET respectively. When parameterized by the feedback vertex number
of G these two problems are known to admit a polynomial kernelization. Such a polynomial
kernelization also exists for any F containing a planar graph but no forests. In this paper we show
that F-MINOR-FREE DELETION parameterized by the feedback vertex number is MK[2]-hard for
F = {P3}. This rules out the existence of a polynomial kernel assuming NP ¢ coNP/poly,
and also gives evidence that the problem does not admit a polynomial Turing kernel. Our
hardness result generalizes to any F not containing a Ps-subgraph-free graph, using as parameter
the vertex-deletion distance to treewidth mintw(F), where mintw(F) denotes the minimum
treewidth of the graphs in F. For the other case, where F contains a P3-subgraph-free graph, we
present a polynomial Turing kernelization. Our results extend to F-SUBGRAPH-FREE DELETION.
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1 Introduction

Background and motivation Kernelization is a framework for the scientific investigation
of provably effective preprocessing procedures for NP-hard problems. It uses the notion
of a parameterized (decision) problem to capture meaningful performance guarantees for
preprocessing. In a parameterized problem, every problem input = has an associated integer k
called the parameter, which captures the difficulty of the input in some way. A kernelization for
a parameterized problem is a polynomial-time algorithm that transforms any parameterized
instance (z, k) into an instance (', k") with the same answer, such that |z’| and &’ are both
bounded by f(k) for some computable function f. The function f is the size of the kernel. Of
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particular interest are kernels of polynomial size. Determining which parameterized problems
admit kernels of polynomial size has become a rich area of algorithmic research [7, [17) [32].

A common approach in kernelization [1I, [16], [29] 23] is to take the solution size as the
parameter k, with the aim of showing that large inputs that ask for a small solution can be
efficiently reduced in size. However, this method does not give any nontrivial guarantees
when the solution size is known to be proportional to the total size of the input. For that
reason, there is an alternative line of research [9, [10] 13} 21, 25] 26 27), B8] that focuses on
parameterizations based on a measure of nontriviality of the instance (cf. [33]). One formal
way to capture nontriviality of a graph problem, is to measure how many vertex-deletions
are needed to reduce the input graph to a graph class in which the problem can be solved in
polynomial time. Since many graph problems can be solved in polynomial time on trees and
forests, the structural graph parameter feedback vertex number (the minimum number of
vertex deletions needed to make the graph acyclic, i.e., a forest) is a relevant measure of the
distance of the input to a trivially solvable one.

Previous research has shown that for the VERTEX COVER problem, there is a polynomial
kernel parameterized by the feedback vertex number [25]. This preprocessing algorithm
guarantees that inputs which are large with respect to their feedback vertex number, can
be efficiently reduced. The VERTEX COVER problem is the simplest in a family of so-called
minor-free deletion problems. For a fixed finite family of graphs F, an input to F-MINOR-
FREE DELETION consists of a graph GG and an integer ¢. The question is whether there is
a set S of at most ¢ vertices in G, such that the graph G — S obtained by removing these
vertices does not contain any graph from F as a minor. Various classic graph optimization
problems such as VERTEX COVER, FEEDBACK VERTEX SET, and VERTEX PLANARIZATION
fit this framework by a suitable choice of F. The investigation of minor-free deletion
problems has led to numerous advances in the study of kernelization and parameterized
algorithmics [3], [14] [T5], (16, 19]. Motivated by the fact that VERTEX COVER and FEEDBACK
VERTEX SET, arguably the simplest F-MINOR-FREE DELETION problems, admit polynomial
kernels when parameterized by the feedback vertex number, we set out to resolve the following
question: Do all F-MINOR-FREE DELETION problems admit a polynomial kernel when
parameterized by the feedback vertex number?

Results To our initial surprise, we prove that the answer to this question is no. While the
parameterization by feedback vertex number admits polynomial kernels for 7 = {K»} [25],
for F = {K3} [8, 137, 23], and for any set F containing a planar graphf?| but no forests [16],
there are also cases that do not admit polynomial kernels (under the assumption that
NP & coNP/poly, which we tacitly assume throughout the informal discussion in this
introduction). For example, the case of F consisting of a single graph P5 that forms a path
on three vertices does not admit a polynomial kernel. This lower bound for F = {P;} follows
from a more general theorem that we state below.

Recall that a graph is a forest if and only if its treewidth is one [6]. Hence the feedback
vertex number is exactly the minimum number of vertex deletions needed to obtain a graph
of treewidth one. Let tw(G) denote the treewidth of graph G, and define min tw(F) :=
minge 7 tw(H). Our lower bound also holds for F-SUBGRAPH-FREE DELETION, which is the
related problem that asks whether there is a vertex set S of size at most k such that G — S

2 If F contains no forests, then any acyclic graph is F-minor free, implying the size of an optimal solution
is at most the size of a feedback vertex set. Hence the kernelization for the solution-size parameterization
yields a kernel of size bounded polynomially in the feedback vertex number.
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contains no graph H € F as a subgraph. We prove the following.

» Theorem 1. Let F be a finite set of graphs, such that each graph in F has a connected
component on at least three vertices. Then F-MINOR-FREE DELETION and F-SUBGRAPH-
FREE DELETION do not admit polynomial kernels when parameterized by the vertex-deletion
distance to a graph of treewidth min tw(F), unless NP C coNP /poly.

To see that Theorem [1| implies the claimed lower bound for F = {Ps}, observe that
whenever F contains an acyclic graph with at least one edge we have mintw(F) = 1 and
therefore the vertex-deletion distance to treewidth min tw(F) equals the feedback vertex
number. The theorem also generalizes earlier results of Cygan et al. [I0, Theorem 13], who
investigated the problem of losing treewidth. They proved that for each fixed 1 < n < p, the
7-TRANSVERSAL problem (delete at most ¢ vertices to get a graph of treewidth at most 7)
does not have a polynomial kernel when parameterized by the vertex-deletion distance to
treewidth p. Since the treewidth of a graph does not increase when taking minors, there
is a finite set F,, of forbidden minors (cf. [35]) that characterize the graphs of treewidth at
most 7. As the members of the obstruction set for > 1 are easily seen to be connected, have
treewidth n + 1, and at least three vertices, the lower bound of Theorem [I| encompasses the
theorem of Cygan et al. and generalizes it to arbitrary F-MINOR-FREE DELETION problems.

Theorem [I] is obtained through a polynomial-parameter transformation from the CNF-SAT
problem parameterized by the number of variables, for which a superpolynomial kernelization
lower bound is known [II} I8]. The main technical contribution in the hardness proof consists
of the design of a gadget that acts as a clause checker. A certain budget of vertex deletions
is available to break all F-minors present in the gadget, and this is possible if and only if
one of the neighboring vertices in a variable gadget is removed by the solution. This removal
encodes that the variable is set in a way that satisfies the clause. The intricate part of the
construction is to design the gadget knowing only that F has a graph with a connected
component of at least three vertices. Here we extensively rely on the fact that minimal
minor models of biconnected graphs live in biconnected subgraphs, together with the fact
the treewidth of a graph does not increase when attaching structures along cut vertices in a
tree-like manner.

Using the framework of Hermelin et al. [22], our polynomial-parameter transformation from
CNF-SAT parameterized by the number of variables to the structural parameterization of F-
MINOR-FREE DELETION, also rules out the existence of polynomial-size Turing kernelizations
under a certain hardness assumption. Turing kernelization [12] is a relaxation of the traditional
form of kernelization. Intuitively, it investigates whether inputs (z, k) can be solved efficiently
using the answers to subproblems of size f(k) which are provided by an oracle, which models
an external computation cluster. Note that a parameterized problem that has a kernel of
size O(k*) can be solved by a polynomial-time algorithm that first spends polynomial time to
prepare a query of size O(k°), and then queries an oracle for its answer. Turing kernelization
investigates if and how polynomial-time algorithms can solve NP-hard parameterized problems
by querying an oracle for the answers to instances of size k(1) potentially multiple times.
Some problems that do not admit polynomial kernelizations, do admit polynomial-size Turing
kernelizations [5l BT} 24} 28] [39].

Formally, a Turing kernelization of size f for a parameterized problem Q is an algorithm
that can query an oracle to obtain the answer to any instance of problem Q of size and
parameter bounded by f(k) in a single step, and using this power solves any instance (z, k)
in time polynomial in |z|+ k. The reduction proving Theorem [I|also proves the non-existence
of polynomial-size Turing kernelizations, unless all parameterized problems in the complexity
class MK[2] defined by Hermelin et al. [22] have polynomial Turing kernels. (The CNF-SAT
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problem with clauses of unbounded length, parameterized by the number of variables, is
MK][2]-complete [22] Thm. 1, cf. Thm. 10] and widely believed not to admit polynomial-size
Turing kernels.)

Motivated by the general form of the lower bound statement in Theorem [I} we also
investigate upper bounds and derive a complexity dichotomy. For any F that does not meet
the criterion of Theorem [I] we obtain a polynomial Turing kernel.

» Theorem 2. Let F be a finite set of graphs, such that some H € F has no connected
component of three or more vertices. Then F-MINOR-FREE DELETION and F-SUBGRAPH-
FREE DELETION admit polynomial Turing kernels when parameterized by the vertez-deletion
distance to a graph of treewidth min tw(F).

The main insight in the Turing kernelization is the following. If H € F has no connected
component of three or more vertices, then H consists of disjoint edges and isolated vertices.
If H only has isolated vertices, then F-minor-free deletion is polynomial-time solvable because
the leftover graph has less than |V(H)| € O(1) vertices, for which we can search by brute
force. Otherwise, H is a matching of size ¢ > 1 plus potentially some isolated vertices. The
isolated vertices turn out only to make a difference if the solution F-free graph has constant
size. In the interesting case, we can focus on H € F being a matching of size t. Then a
graph that is F-minor-free does not admit a matching of size ¢, and therefore has a vertex
cover of size at most t. Hence a solution to F-MINOR-FREE DELETION can be extended to
a vertex cover by including O(1) additional vertices. Using the Tutte-Berge formula, we can
make the relation between F-MINOR-FREE DELETION and the vertex cover precise, and use
it to reduce an instance of F-MINOR-FREE DELETION parameterized by deletion distance
to min tw(F), to the logical OR of a polynomial number of instances of VERTEX COVER
parameterized by deletion distance to mintw(F). If F has a graph with no component of
size at least three, then min tw(F) = 1, implying that the parameter is the feedback vertex
set size. This allows us to use the polynomial kernel for VERTEX COVER parameterized by
feedback vertex set on each generated instance. We query the resulting instances of size k€
to the oracle to find the answer.

Organization We present preliminaries on graphs and kernelization in Section [2] Section
develops the lower bounds on (Turing) kernelization when all graphs in F have a connected
component with at least three vertices. In Section [4] we show that in all other cases, a
polynomial Turing kernelization exists.

2 Preliminaries

All graphs we consider in this paper are simple, finite and undirected. We denote the vertex
set and edge set of a graph G by V(G) and E(G) respectively. For a vertex set S C V(G) let
G[S] be the subgraph of G induced by S, and let G — S denote the subgraph of G induced
by V(G)\ S. For a vertex v we use G — v as shorthand for G — {v}. For a non-negative
integer n we use n - G to denote the graph consisting of n disjoint copies of G. Let N¢(S)
and Ng(v) denote the open neighborhood in G of a vertex set S and a vertex v respectively.
Let degq(v) denote the degree of v in G. The subscript may be omitted when G is clear
from the context. We use FVS(G) to denote the feedback vertex number of G.

A graph H is a minor of graph G, denoted by H =< G, if H can be obtained from G
by a series of edge contractions, edge deletions, and vertex deletions. An H-model in G is
a function ¢: V(H) — 2V() such that (i) for every vertex v € V(H), the graph G[p(v)]
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is connected, (ii) for every edge {u,v} € E(H) there exists an edge {v/,v'} € E(G) with
u’ € p(u) and v’ € p(v), and (iii) for distinct u,v € V(H) we have p(v) Np(u) = 0. The sets
©(v) are called branch sets. Clearly, H =< G if and only if there is an H-model in G. For any
function f: A — B and set A’ C A we use f(A’) as a shorthand for | J,. 4 f(a). Specifically
in the case of a minor-model ¢ and graph G, we use ¢(G) to denote |, ¢y () ¢(v). We say a
graph H is a component-wise minor of a graph G, denoted as H = G, when every connected
component of H is a minor of G.

» Observation 3. For graphs G, H, if H <= G and G < H then H and G are isomorphic.

» Observation 4. For graphs H,G, if H X G then tw(H) < tw(G) since the treewidth of H
is the maxzimum treewidth of its connected components and each connected component of H
is a minor of G, so its treewidth it at most tw(H).

» Definition 5. Let F be a family of graphs and let G € F. For every relation < € {<, <}
we define minimal and maximal elements as follows:

G is said to be <-minimal in F when for all graphs H € F we have H <G = G < H.
G is said to be <J-mazimal in F when for all graphs H € F we have G < H = H < G.

» Definition 6. We call a connected component C' of a graph G a <-mazximal component of
G when C' is <-maximal in the set of graphs that form the connected components of G.

For type € {minor, subgraph} and a finite family of graphs F, we define:

F-type-FREE DELETION

Input: A graph G and an integer ¢.

Parameter: vertex-deletion distance to a graph of treewidth min tw(F).

Question: Is there a set X C V(G) of at most ¢ vertices such that G — X does not
contain any H € F as a type?

A vertex v € V(G) is a cut vertex when its removal from G increases the number of
connected components. A graph is called biconnected when it is connected and contains no
cut vertex. A biconnected component of a graph G is a maximal biconnected subgraph of G.
For any integer «, a graph G is called a-robust when |V (G)| > a and no vertex v € V(QG)
exists such that G — v contains a connected component with less than oo — 1 vertices.

» Proposition 7. Any graph G has a unique mazimal a-robust subgraph. Any a-robust
subgraph of G is a subgraph of the mazimal a-robust subgraph of G.

Proof. The proposition follows straightforwardly from the fact that if G[A] and G[B] are
a-robust, then so is G[A U B]. We now prove this fact.

Consider two vertex sets A, B C V(G), such that G[A] and G[B] are a-robust. We show
that G[A U B] is a-robust. Since G[A] is a-robust we have |A| > « so then |[AU B| > a.
Suppose for contradiction that there exists a vertex v € AU B such that G[AU B] — v
contains a connected component of size smaller than o — 1. Let C be the vertices of this
connected component. We know C' contains vertices of at least one of A and B. Assume
w.lo.g. ANC # (), then GJANC] is a connected component of size less than a—1 in G[A] —v.
If v € A this directly contradicts a-robustness of G[A], so assume v € A. Now G[A] contains
a connected component with less than o — 1 vertices. Since |C| < a < |A| there exists a
vertex u € A\ C, so then G[A] — u contains a connected component with less than o — 1
vertices, which contradicts a-robustness of G[A]. <
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For any graph G and integer «, let a-prune(G) denote the unique maximal a-robust
subgraph of GG, which may be empty. We define a leaf-block of a graph G as a biconnected
component of G that contains at most one cut vertex of G. The size of a leaf-block H
is [V(H)|. The size of the smallest leaf-block of a graph G is denoted as A\(G). Observe
that G is a-robust if and only if A(G) > a.

A polynomial-parameter transformation from parameterized problem P to parameterized
problem Q is a polynomial-time algorithm that, given an instance (z, k) of P, outputs an
instance (z/, k") of Q such that all of the following are true:

1. (z,k) e P (2/k) € Q,
2. k' is upper-bounded by a polynomial in k.

3 Lower bound

In this section we consider the case where all graphs in F contain a connected component
of at least three vertices and give a polynomial-parameter transformation from CNF-SAT
parameterized by the number of variables. In this construction we make use of the way
biconnected components of graphs G and H restrict the options for an H-model to exist in
G.

» Proposition 8. Let H be an a-robust graph and let o be a minimal H-model in a graph
G, then Glp(H)] is a-robust.

Proof. Take an arbitrary vertex v € ¢(H) and let u € V(H) be such that v € ¢(u). Since
H — u does not have connected components smaller than oo — 1, G[o(H)] — ¢(u) cannot have
connected components smaller than « — 1. Consider a spanning tree of G[p(u)]. Each leaf
of this spanning tree must be connected to a vertex in a different branch set, otherwise ¢
is not minimal. We know every connected component in G[¢(u)] — v contains at least one
leaf of this spanning tree, hence every connected component of Glp(u)] — v is connected
to Glp(H)] — ¢(u). So G[p(H)] — v does not contain a connected component smaller than
a — 1. Since v was arbitrary, G[o(H)] is a-robust. <

» Proposition 9. Let ¢ be an H-model in G, and B a biconnected component of H. Then
Glp(B)] contains a biconnected subgraph on at least |B| vertices.

Proof. Let ¢’ a minimal B-model in G such that ¢'(v) C ¢(v) for all v € V(B). Hence
Gl¢'(B)] is a subgraph of G[¢(B)]. It suffices to show that G[¢'(B)] contains a biconnected
component on at least |V(B)| vertices. Since B is biconnected, it is |V (B)|-robust so by
Proposition 8] we know G[¢'(B)] is |V (B)|-robust. Hence G[¢'(B)] contains a biconnected
component on at least |V (B)| vertices. <

» Observation 10. For any graph H, which may be an empty graph on vertex set (), and
integers a > 3 we have «-prune(S-prune(H)) = a-prune(H).

» Proposition 11. For graphs H and G we have H < G = a-prune(H) = a-prune(G) for
any integer c.

Proof. Clearly a-prune(H) =< H so since H < G we have a-prune(H) < G. For simplicity
let H := a-prune(H). Let ¢ be a minimal H'-model in G and observe H' < G[p(H')].
From Proposition [8| we know G[p(H')] is a-robust. Since G[p(H')] is an a-robust subgraph
of G it is also a subgraph of a-prune(G) by Proposition[7] Hence a-prune(H) =< Glp(H')] <
a-prune(Q). <
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» Proposition 12. For any < € {X, 3}, two integers o > B, and graphs H and G we have
that H 4 G = a-prune(H) < f-prune(G).

Proof. Suppose H < G, then

a-prune(H) < a-prune(G) by Proposition [T]]
= a-prune(f -prune(G)) by Observation

=< B-prune(G).

Alternatively, suppose H 3 G. Let H' be a connected component of a-prune(H ), then
there exists a connected component H” of H such that H < H”. Since H =X G we have
H" < G so then H' = G. As shown above, this implies a-prune(H’) < 3-prune(G).
Note that a-prune(H’) = H’ since H' is a connected component of «-prune(H), hence
a-prune(H) = B-prune(G). <

We proceed to construct a clause gadget to be used in the polynomial-parameter trans-
formation from CNF-SAT.

» Lemma 13. For any connected graph H with at least three vertices there exists a polynomial-
time algorithm that, given an integer n > 1, outputs a graph G and a vertex set S C V(Q)
of size n such that all of the following are true:

1. tw(G) < tw(H),

2. G contains a packing of 3n — 1 vertez-disjoint H -subgraphs,

3. G — S contains a packing of 3n — 2 vertezx-disjoint H -subgraphs, and

4. Yo € S there exists X C V(G) of size 3n — 1 s.t. all of the following are true:

.veX,

. G — X is H-minor-free,

. A(H)-prune(G — X) 3 H, and

. for all connected components G. of G—X that contain a vertex of S we have |V (G.)| <
A H) and G, contains exactly one vertex of S.

Q. n T 9

Proof. Consider a subgraph L of H such that L is a smallest leaf-block of H. Let R be the
graph obtained from H by removing all vertices of L that are not a cut vertex in H. Note
that when H is biconnected, L = H and R is an empty graph. We distinguish three distinct
vertices a, b, c in H. Vertices ¢ and b are both part of L, where ¢ is the cut vertex (if there is
one) and b is any other vertex in L. Finally vertex a is any vertex in H that is not ¢ or b.
See Fig. In the construction of G we will combine copies of H such that a, b, and ¢ form
cut vertices in G and are part of two different H-subgraphs. Vertices b and ¢ are chosen such
that removing either one from a copy of H in G means no vertex from the L-subgraph of this
copy of H can be used in a minimal H-model in G. In the remainder of this proof we use
frok: V(K) = V(K') for isomorphic graphs K and K’ to denote a fixed isomorphism.
Take two copies of H, call them H; and H,. Let R; and L; denote the subgraphs of
H; related to R and L, respectively, by the isomorphism between H and H;. Similarly let
Ry and Lo denote the subgraphs of Hs. Take a copy of L which we call Ls. Let M be the
graph obtained from the disjoint union of Hy, Hs, and Ls by identifying the pair fy_, g, (¢)
and fr_ g, (b) into a single vertex s, and identifying the pair fz_ m,(c) and fr_r,(c) into a
single vertex t. We label fy_,m, (a), fu—m, (b), and fr_,1.(b) as u, w, and v respectively.
This construction is motivated by the fact that the graphs M — {v, s}, M — {u,t}, and
M — {w,t} are all H-minor-free, which we will exploit in the formal correctness argument
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(a) Graph H T
(c) Graph Myy; for 1 <i<n

(b) Graph M; for 1

1< n

Figure 1 We show the situation where a is contained in R. Note that a can always be chosen
such that it is contained in R when H is not biconnected. Note that the graphs in Fig. [[b] and
are isomorphic but drawn differently.

later. We will connect copies of M to each other via the vertices u, v, and w so that, although
two vertices need to be removed in every copy of M, one such vertex can always be in two
copies of M at the same time.

Now take 2n —1 copies of M, call them My, ..., Ma,_1. For readability we denote fas_ s,
as f; forall 1 <4 < 2n —1. For all 1 <4 < n we identify f;(w) and f,4:(v), and we identify
frnyi(w) and fiy1(u). Let this graph be G, and let S be the set of vertices f;(v) for all
1<i<n. Let Hi;, Ha;, Ri;, Ra;, L1, Lo, and L3 ; denote the subgraphs in M; that
correspond to the subgraphs Hy, Ha, Ry, Ra, Ly, Lo, and L3 in M. See Fig. [Ib] and

This concludes the description of graph G and set S. It is easily seen that these can
be constructed in polynomial time. It remains to verify that all conditions of the lemma
statement are met.

Since we connected copies of L and R in a treelike fashion along cut vertices,
we did not introduce any new biconnected components. Since the treewidth of a graph
is equal to the maximum treewidth over all its biconnected components we know that
tw(G) < max{tw(R),tw(L)} = tw(H).

For each 1 <4 < n we can distinguish two H-subgraphs in M;, namely H;; and
L3 ; U Ry ;. This gives us 2n H-subgraphs in G. Note that since all M, ..., M, are vertex-
disjoint, these 2n H-subgraphs are also vertex-disjoint in G. For each n < 7 < 2n —1
we distinguish one H-subgraph, namely Hs ;. Note that since Hs; is vertex-disjoint from
all My,...,M;_1,M;y1,...,Ms,_1 we have a total of 2n +n — 1 = 3n — 1 vertex-disjoint
H-subgraphs in G. This packing is shown in Fig. 2a]

Alternatively, for each 1 <4 < n we can distinguish one H-subgraph in M;, namely
Hy ;. For each n < i < 2n — 1 we distinguish two H-subgraphs in M;, namely H;; and
L3 ; U Ry ;. Again these H-subgraphs are vertex-disjoint, and since they also do not contain
any vertices of S, they form a packing of n + 2(n — 1) = 3n — 2 vertex-disjoint H-subgraphs
in G — S. See Fig. 2h]

Finally we prove that for all v € S there exists a set Z C V(G) of size 3n — 1 such
that the four conditions listed in condition [f] are true. For this purpose we first identify a
family Q of vertex sets such that any H-model in G spans at least one vertex set in Q. Let
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M, M, My Mo M3 M, 13

M, Myyw My Myyo Ms M3 Mopn—1 M,
(b) A packing of 3n — 2 vertex-disjoint H-subgraphs in G — S

Figure 2 Two packings of vertex-disjoint H-subgraphs in G and G — S. Vertices in S are marked
black.

Manl Mn

Figure 3 Vertex sets in Q are encircled.

Q be defined as follows: (see Fig.

Q={{filv), i)} [1 <i<2n =1} U{{fi(?), fi(s)} |1 <i<2n—1}
U{{fi(s), fi(w)} | n+1<i<2n— 1} U{{fi(u), fi(s), fi(w)} | 1 <i < n}.

» Claim 14. If ¢ is an H-model in G, then o(H) 2 Q for some Q € Q.

Proof. Let ¢ be an arbitrary H-model in G. We know from Proposition [J] that G[p(L)]
contains a biconnected subgraph on at least |L| vertices. Let B be such a biconnected
subgraph in G. Subgraph B must be fully contained in a biconnected component of G. Such
a biconnected component must contain least |B| > |L| vertices. We do a case distinction
over all biconnected components in G with size at least |L|, and prove that if B is contained
in them, then ¢(H) 2 Q for some @ € Q.

Lo ; for any 1 < i <2n —1: We know |Ls ;| = |L| so B = L, hence f;(t), fi(s) € o(L).
Ls; for any 1 <14 < 2n —1: We know |L3 ;| = |L| so B = L, hence f;(v), fi(t) € o(L).
Ly, for any n+1 <17 < 2n—1: We know |Lq ;| = |L| so B = L, hence f;(s), fi(w) € ¢(L).
Lqi; for any 1 < ¢ < n: We know |Li;| = |L| so B = L, hence f;(s), fi(w) € ¢(L).

If fi(t) € o(H) or fi(u) € w(H) then clearly Q > {fi(t), fi(s)} C @(H) or Q >
{fi(w), fi(s), fi(w)} C @(H). If fryi(t) € o(H) then Q 5 {fnti(v), fati(t)} € @(H),
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since f;(w) = fnii(v). Suppose ¢(H) does not contain f;(t), fi(u), or fr1(t), then ¢
must be an H-model in the graph G’ := (Hy; — fi(w)) U (La; — fi(¢)) U (L3 nti — fi(t)),
so H < G'. By Proposition [11| we know that |L|-prune(H) = |L|-prune(G’). Clearly
|L|-prune(H) = H. The graph G’ contains at least two leaf blocks that are smaller than
|L|, namely Lo ; — f;(t) and Ls y4+; — fi(t), so |L|-prune(G’) is a subgraph of Hy ; — fi(u).
But then |V (|L|-prune(G’))| < |V(H)| so |L|-prune(G’) cannot contain an H-model.
Contradiction.

There can be biconnected components of size at least |L| in Ry ; for any 1 <7 < 2n —1.
Suppose f;(t) & ¢(H), then ¢ must be an H-model in the graph Ry ; — fi(t). Clearly
this is not possible since |V(Rz,; — fi(t))| < |[V(H)|, so fi(t) € o(H). If fi(v) € ¢(H)
or fi(s) € ¢(H) then © 3 {fi(v), £:(t)} C @(H) or @3 {fu(t), fi(s)} € w(H). Suppose
p(H) does not contain f;(v) or f;(s), then ¢ must be an H-model in the graph G’ :=
Roi U (Ls; — fi(v)) U (Lai — fi(s)), so H < G’. By Proposition [11] we know that
|L|-prune(H) =< |L|-prune(G’), so H < |L|-prune(G’) = Ry ;. This is a contradiction
since Ry ; cannot contain H as a minor.

There can be biconnected components of size at least |L| in Ry ; for any n+1 <i < 2n—1.
Suppose fi(s) € ¢(H), then ¢ must be an H-model in the graph R; ; — fi(s). Clearly
this is not possible since |V (R1,; — fi(s))| < |[V(H)|, so fi(s) € p(H). If fi(t) € p(H) or
fi(w) € @(H) then @ 3 {£i(t), fi(s)} C @(H) or @ 3 {fi(s), fi(w)} C p(H). Suppose
w(H) does not contain f;(¢) or f;(w), then ¢ must be an H-model in the graph G’ :=
Ry; U (La; — fi(t)) U (L1 — fi(w)), so H = G'. By Proposition we know that
|L|-prune(H) < |L|-prune(G’), so H = |L|-prune(G’) = R;,;. This is a contradiction
since R; ; cannot contain H as a minor.

There can be biconnected components of size at least |L| in Ry ; for any 1 < ¢ < n. Suppose
frti—1(s) € w(H) then fi(u) = foti—1(w) € p(H) since any path in G connecting
frti—1(s) to any vertex in Ry ; includes f;(u). So Q@ 3 {funti—1(8), futi—1(w)} C o(H).
Similarly if f;(t) € ¢(H) then Q > {fi(¢), fi(s)} C w(H) and if f,4:(t) € (G) then
Q 3 {fnti(v), fnti(t)} C @(H). Suppose ¢(H) does not contain f,4;—1(s), fi(t) or
futi(t), then ¢ must be an H-model in G’ := Hy; U (L1 pnti—1 — fo+i—1(8)) U (L2; —
fl(t)) U (L3>n+i - fnJrZ(t)) fos {fz(u)7fz(5)7fz(w)} C ¢(H), then the claim holds,
S0 suppose {fi(w), fi(s), fi(w)} £ ¢(H), then for some p € {fi(u), fi(s), fi(w)} we have
that ¢ is an H-model in G’ — p. Therefore H < G’ — p and by Proposition [L1| we know
|L|-prune(H) < |L|-prune(G’ — p), so H =< |L|-prune(G’ — p) = |L|-prune(Hy,; — p).
However |L|-prune(H; ; —p) has at most |V (H;; —p)| = |V(H)| — 1 vertices, so it cannot
contain an H-model. Contradiction.

This concludes the proof of Claim [T4] a

We now proceed to prove condition [4] of the lemma statement. Let f;(v) € S be an
arbitrary vertex in S, implying 1 < j < n, and take

X = U {1 @), filw), fixn(s)} | U{S;(v), fi(s)}U U {fi®), filu), firn—1(t)}

1<i<y j<i<n

In Fig. ] the vertices in Z are shown in graph G as a red cross. Observe that |X| = 3n—1 and
fj(v) € X. Furthermore X contains at least one element from each set in Q, hence G — X
so is H-minor-free by Claim This shows condition [da] and ] of the lemma statement
holds. We proceed to show conditions [d and [Ad]

Consider the graph G’ := \(H)-prune(G — X). Figure [] shows a supergraph of
G’ in gray for the case that a € V(R). Every connected component in G’ must contain
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M Mj—1 Mpyjr My Mayy My M,

Figure 4 The graph G — X. Vertices in X that are removed from the graph are marked by a
cross. Vertices in S are marked black. A supergraph of A\(H)-prune(G — X) is shown in gray. Note
that when |V(R)| = |V(L)|, not all subgraphs and vertices marked gray are necessarily part of
A(H) -prune(G — X).

a biconnected component with at least A(H) = |L| vertices. Consider all biconnected
components in G — X containing at least |L| vertices, these can only be contained in the
following subgraphs of G: Ry ; forany 1 <i<2n—1, H;,; forany 1 <¢<mn,and R;; for
any n+ 1 <i < 2n — 1. Note that any path from a vertex of one of these subgraphs to a
vertex of another contains at least one vertex in X, hence any connected component in G
contains vertices of at most one of these subgraphs. Since all other biconnected components
in G — X have size less than |L| we know that each connected component in |L|-prune(G — X)
is a subgraph of Ry ;, Re; or Hy; for some 4, hence |L|-prune(G — X) 3 H.

Finally we show that all connected components in G — X that contain a vertex of S
have size less than |L|. Since we have f;(v) € X, there is no connected component in G — X
containing f;(v). For all i # j we have f;(t) € X so the connected components in G — X
containing a vertex from S are L3 ; — f;(¢) for all 1 <i < j or j < i < n. These all have size
|L| — 1 and contain exactly one vertex of S. <

Using the clause gadget described in Lemma [13| we give a polynomial-parameter transfor-
mation for the case where F contains a single, connected graph H.

» Lemma 15. For any connected graph H with at least three vertices there exists a polynomial-
time algorithm that, given a CNF-formula ® with k variables, outputs a graph G and an
integer £ such that all of the following are true:

1. there is a set S C V(G) of at most 2k vertices such that tw(G — S) < tw(H),

2. G contains { vertez-disjoint H -subgraphs,

3. if ® is not satisfiable then there does not exist a set X C V(QG) of size at most £ such
that G — X is H-subgraph-free,

4. if O is satisfiable then there exists a set X C V(G) of size at most £ such that G — X s
H-minor-free, \(H) -prune(G — X) 3 H, and tw(G — X) < tw(H).

Proof. Let x1,...,x; denote the variables of ®, let C1,...,C,, denote the sets of literals
in each clause of ®, and let n denote the total number of occurrences of literals in @,
ie.n= Elgjgm |C;|. Let Hq,..., Hy be copies of H. In each copy H; we arbitrarily label
one vertex v,, and another v_,,. Let G4 be the graph obtained from the disjoint union of
Hy,...,Hy. For each clause C; of ® we create a graph called W; and vertex set S; C V(W)
by invoking Lemma [13| with H and |C;|. Let G be the graph obtained from the disjoint union
of Wi,..., Wy, and G4, where we identify the vertices in S; with the appropriate v,, or v—,,
as follows: For each clause Cj let s1,...,5/c;| be the vertices in S; in some arbitrary order,
and let ¢, ..., |, be the literals in Cj, then we identify s; and v, for each 1 <i < [C}].

11
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Finally let £ = k +3n —2m and S = |J;«;<{Ve;, U=z, }- Note that §; C S forall 1 <j <m.
This concludes the description of G, ¢, and S.

It is easy to see they can be constructed in polynomial time. We proceed to show that all
conditions in the lemma statement are met.

Clearly |S| = 2k and since every connected components in G — S is a subgraph of
Hy,...,Hy or Wy,...,W,,, we can easily see that tw(G — 5) < tw(H).

For all 1 < 7 < m we know from Lemma [13| that W; — S contains a packing of
3|C;| —2 H-subgraphs. Since W, — S and W; — S are vertex-disjoint for j # ¢ we can combine
these packings to obtain a packing in G — S of 33, ., 3|C;j| — 2 = 3n — 2m vertex-disjoint
H-subgraphs. Note that this packing does not contain vertices from H, ..., Hg, so we can
add these to the packing and obtain a packing of k+ 3n —2m = £ vertex disjoint H-subgraphs
in G.

We now show that if @ is not satisfiable, then there does not exist a set X C V(G) of
size at most £ such that G — X is H-subgraph-free. Suppose there exists such a set X. Since
there is a packing of ¢ vertex-disjoint H-subgraphs in G, we know that X contains exactly
one vertex from each H-subgraph in the packing. Since v,, and v, belong to the same
subgraph, they cannot both be contained in X. Consider the variable assignment where x;
is assigned true if vy, € X or false otherwise. Since we assumed @ is not satisfiable, there is
at least one clause in ® that evaluates to false with this variable assignment. Let C; denote
such a clause. Since C; evaluates to false, all of its literals must be false, so for all variables
x; that are not negated in C; we have x; = false and therefore v,, ¢ X. For all negated
variables z; in C; we know z; = true meaning v,, € X, so v—,, ¢ X. This means that
D=XnNS; =XNV(W;)NV(Gyar), but since Gyq, contains k vertex-disjoint H-subgraphs
we have | X NV (Gyer)| > k, so then | X N (V(Guar) \ V(W;))| > k. For all ¢ there is a
packing of 3|C;| — 2 vertex-disjoint H-subgraphs in W; — S = W; — V(G yar), S0 in the graph
G — V(W;) there are k + _,,,;(3|C;| — 2) vertex-disjoint H-subgraphs. This means that
IXNV(G\VW)| = k+3_,,,;3|C;| —2), and since [ X| = k+ 3, ., (3|Ci| —2) we know
that | X NV (W;)| < 3|C;| — 2. However W; contains 3|C;| — 1 vertex-disjoint H-subgraphs,
so G — X cannot be H-subgraph-free. Contradiction.

Finally we show that if ® is satisfiable then there exists a set X C V(G) of size at
most £ such that G — X is H-minor-free, A(H) -prune(G — X) 3 H, and tw(G — X)) < tw(H).
Since @ is satisfiable there exists a variable assignment such that each clause contains
at least one literal that is true. Consider the set X' consisting of all vertices v,, when
x; is true and v-,, when x; is false. Since every clause contains one literal that is true,
we know for each 1 < j < m that W, contains at least one vertex from X’. So for
each 1 < j < m we have X' N S; # 0. Take and arbitrary vertex v; € X’ N S; and let
X,; CV(W;) be the vertex set containing v; obtained from condition [4f of Lemma Let
X =X"UUjcjem Xj- Forall 1 <j <m we know [ X' N X;| > 1 since v; € X' N X;. So
|X| < | X'|+ >i<jemBlCi —2) =k +3n—2m = L.

By condition @ we have that W; — X, is H-minor-free for all 1 < j < m, so clearly
W; — X is also H-minor-free. Consider an arbitrary connected component G’ of G — X. If
G’ is also a connected component of W; — X for some 1 < j < m, then we have that G’
is H-minor-free, A\(H) -prune(G’) < H (by condition , and tw(G’) < tw(W;) < tw(H).
If G’ is not a connected component of W; — X for any 1 < j < m, then it contains a
connected component of H; — X as a subgraph, for some 1 < ¢ < k. When G’ does not
contain any vertices of S we know that G’ must be a subgraph of H;, so G’ is H-minor-free,
AMH)-prune(G’') X G' = H, and tw(G") < tw(H;) = tw(H).

Suppose on the other hand G’ does contain a vertex v € S. No connected component
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of W; — X contains more than one vertex from S and each connected component of G4
contains exactly two vertices of S, one of which is in X. So v is the only vertex in G’ that
is contained in S. Moreover, since S is the only overlap between the graphs G, and W;
for all 1 < 7 < m, we have that v is a cut vertex in G’, such that for some 1 < i < k, each
biconnected component of G’ is a subgraph of H; — X or W; — X for any 1 < j < m. So each

of these biconnected components of G’ has treewidth at most tw(H), hence tw(G’) < tw(H).

Also, each biconnected component in G’ that is a subgraph of W; — X = W, — X for
some 1 < j < m contains a vertex from S and therefore has size at most A\(H) — 1 by
condition [4d| on the choice of X;. So we have that A\(H)-prune(G’) is a subgraph of H;,
hence A\(H)-prune(G’) < G’ < H. Additionally since H; contains at least one vertex that is
not contained in G’ we have H A A\(H)-prune(G’). Because H = A\(H)-prune(H) we can
conclude by Proposition [L2[ that G’ is H-minor-free. Since H is connected, and all connected
components of G— X are H-minor-free, G—X must also be H-minor-free. We also know for all

connected components G’ of G — X that A(H) -prune(G’) < H, so A(H)-prune(G — X) 3 H.

Finally since tw(G’) < tw(H) for each connected component G’ of G — X we have that
tw(G — X) < tw(H). <

The construction from Lemma [15] can directly be used to give a polynomial-parameter
transformation from CNF-SAT parameterized by the number of variables. Observe that if
G — X is F-minor-free, then G — X is also F-subgraph-free. Similarly, if G — X contains

an H-subgraph for all X C V(G) with |X| < ¢, then G — X also contains an H-minor.

Therefore, for any type € {minor, subgraph} and F consisting of one connected graph on at
least three vertices, Lemma [15]| gives a polynomial-parameter transformation from CNF-SAT
parameterized by the number of variables to F-type-FREE DELETION parameterized by
deletion distance to min tw(F).

When F contains multiple graphs, each containing a connected component of at least three
vertices, it is possible to select a connected component H of one of the graphs in F such that
the construction described in Lemma[I5]forms the main ingredient for a polynomial-parameter
transformation. We formally argue this in the following lemma.

» Lemma 16. For a set F of graphs, all with a connected component of at least 3 vertices,
and a CNF-formula ® with k variables, we can create in polynomial time a graph G and
integer £ such that all of the following are true:

1. there exists a set S C V(G) of at most k1) wertices such that tw(G — S) < min tw(F),

2. if @ is not satisfiable then there does not exist a set X C V(G) of size at most £ such
that G — X is F-subgraph-free, and

3. if @ is satisfiable then there exists a set X C V(G) of size at most £ such that G — X is
F-minor-free.

Proof. Let x1, ...,z denote the variables of ®, let C4, ..., C,, denote the sets of literals in
each clause of ® and let n denote the total number of literals in ®, i.e. n=3",_.., |Ci|.

Note that as a consequence of Observation [d] there is a graph F' € F that is <-minimal
with tw(F) = mintw(F). Let F; C F denote the set of all Z-minimal graphs in F that have
treewidth min tw(F). Let H4 denote a <-maximal component of a graph in F| such that
no other <-maximal component of a graph in 7| has a leaf-block smaller than A(H;). Let
H € F denote the graph that contains Hy as <-maximal component, so H is Z-minimal
in F and tw(H) = mintw(F). Let ¢ > 1 denote the number of connected components
in H isomorphic to H} and let Y denote the set of vertices contained in these connected
components, so G[Y] = c- H;.

13
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Note that Hy contains at least 3 vertices since otherwise Hy would be a minor of at least
one connected component of H containing at least 3 vertices, which contradicts H} being
a =<-maximal component of H. We use Lemma [15| to construct a graph G’ and integer ¢’
satisfying conditions Let S’ C V(G’) be the vertex set obtained from condition

Let G1 :=(2¢—1) - G’, and let the set S be the union of all 2¢ — 1 corresponding copies
of §'. Take £ = (2¢—1) - ¢ and let Go := (£ + 1) - (H —Y). We make the following claim
about Ga:

» Claim 17. G has the following properties: (1) Gy 3 H, (2) tw(G2) < tw(H), (3) Gy is
H-minor-free, and (4) Gs is F-minor-free.

Proof. Property follows directly from the construction and Property follows directly
from Property To show Property we show that Go is H4-minor-free. Suppose for
contradiction that Gy contains Hy as minor then, since H4 is connected, there is a connected
component H' of G that contains Hy as minor. H' is also a connected component of H.
Since Hy is a <-maximal component of H and Hy < H' we know H' < Hy, and it follows
from Observation (3| that H’ is isomorphic to Hy. This is a contradiction since G2 contains
only connected components of [ that are not isomorphic to Hj.

Having shown that G5 is Hy-minor-free, Property is easily shown by contradiction.
Suppose G5 is not F-minor-free, then there exists a graph B € F such that B <X G5. It
follows from G X H that B 3 H and since H is Z-minimal in F we have that H X B < G,
but then Hy < G2. This is a contradiction since G is Hy-minor-free. J

Consider the graph G = G2 U G;. It follows from condition [I] of Lemma [T that
tw(G1—95) < tw(Hy) < tw(H) and since tw(G2) < tw(H) by Claim we obtain tw(G—S) <
tw(H) = mintw(F). Note that |S| = (2¢ — 1) - 2k < O(k), hence condition |1 holds. We
proceed to show the other conditions of the lemma statement.

Suppose ® is not satisfiable, and take an arbitrary X C V(G) of size at most £. We
prove G — X is not F-subgraph-free by showing that G — X contains an H-subgraph. First
note that Gy — X contains at least one copy of H —Y = H — c- Hy, so it remains to show
that G1 — X contains c vertex-disjoint Hy-subgraphs. Recall that G is the disjoint union
of 2¢ — 1 copies of G'. Consider the subgraph G1 of &4 consisting of the G’-subgraphs in
G that contain at most £ vertices of X. Since ® is not satisfiable, G’ leaves at least one
Hj-subgraph when ¢ or fewer vertices are removed, so each G’-subgraph in G leaves at
least one H4-subgraph in G; — X. When G contains at least ¢ vertex-disjoint G’-subgraphs,
we know that there are at least ¢ vertex-disjoint H4-subgraphs in G; — X, concluding the
proof. Suppose instead that G contains less than ¢ vertex-disjoint G’-subgraphs. Let x
be the number of G’-subgraphs in Gy — V(G’l). Since GG; contains 2¢ — 1 vertex-disjoint
G’-subgraphs we have > ¢. Each of the G’-subgraphs in G; — V(G’l) contain at least
¢ + 1 vertices of X, so G contains at most £ — z(¢' + 1) vertices of X. We also know G,
contains ¢'((2¢ — 1) — z) vertex-disjoint Hy-subgraphs since G’ contains ¢ vertex-disjoint
Hj-subgraphs and there are (2¢ — 1) — x vertex-disjoint G’-subgraphs in G1. We conclude
that the number of vertex-disjoint H4-subgraphs in G1 — X, and therefore also in G; — X, is
at least

O((2c—1)—2)— (U —z(l'+1)=0(2c—1)—x) — ((2c = 1) - ¥ — 2l — )
=0(2c—1)—2) = ((2c—1)—2)+=

=x>c

This concludes the proof of condition [2]
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(3)) When @ is satisfiable we know that there exists a set X’ C V(G’) of size at most
¢ such that G’ — X' is Hy-minor-free and A(Hy) -prune(G’ — X’) =3 Hy. So then there
exists a set X C V(G1) of size at most (2¢ — 1) - ¢ = ¢ such that Gy — X is Hy-minor-free
and A(Hy)-prune(G1 — X) 3 Hy. Since Gs is also Hy-minor-free we know that G — X is
Hj-minor-free and therefore also H-minor-free. We now show that G — X is also F-minor-free.

First observe the following:

A(Hy)-prune(Gy — X) = Gy — X <G 3 H, and (1)
A(Hy) -prune(G1 — X) S Hy < H. (2)
We now deduce
A(Hy) -prune(G — X) = A(Ht) -prune((G2 — X) U (G1 — X))
= A(Hy) -prune(Ge — X) U A(Hy) -prune(Gy — X))
<H (by Equation [1| and

Suppose G — X is not F-minor-free, then for some H' € F we have H' < G — X. There
must exist a graph B € F such that B is Z-minimal in F and B 3 G — X since if H' is
=-minimal in F then H’ forms such a graph B, and if on the other hand H' is not <-minimal
in F then there exists a graph H” € F such that H” 3 H’ and H” is 3S-minimal in F,
meaning H” forms such a graph B.

Since B X G — X we know by Observation [4] that tw(B) < tw(G — X). Recall that
tw(G — X) < mintw(F) so then B € F|. Because of how we chose Hy, we know for all
=-maximal components B; of B that A\(B;) > A(H3). Therefore

B 2 A(Hy) -prune(B) since B = A(Hy) -prune(B)
3 A(Hy) -prune(G — X) by Proposition [12] since B 3 G — X
I H.

Since H is Z-minimal in F, it follows that H = B. By definition of 3 we have Hy <
B 2 G — X. Since Hy is connected we conclude Hy < G — X. This is a contradiction since
G — X is Hy-minor-free. <

We conclude that a polynomial-parameter transformation exists for all type € {minor,
subgraph} and F containing only graphs with a connected component on at least three
vertices. Together with the fact that CNF-SAT is MK[2]-hard and does not admit a polynomial
kernel unless NP C coNP/poly (cf. [22, Lemma 9]), this proves the following generalization
of Theorem [

» Theorem 18. For type € {minor, subgraph} and a set F of graphs, all with a connected
component of at least three vertices, F-type-FREE DELETION parameterized by vertex-deletion
distance to a graph of treewidth mintw(F) is MK[2]-hard and does not admit a polynomial
kernel unless NP C coNP /poly.

4 A polynomial Turing kernelization

In this section we consider the case where F contains a graph with no connected component
of more than two vertices; or in short F contains a Ps-subgraph-free graph. This graph
consists of isolated vertices and disjoint edges. Let isol(G) denote the set of isolated vertices
in a graph G, i.e. isol(G) = {v € V(Q) | deg(v) = 0}. We first show that the removal of all
isolated vertices from all graphs in F only changes the answer to F-MINOR-FREE DELETION
and F-SUBGRAPH-FREE DELETION when the input is of constant size.
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» Lemma 19. For type € {minor, subgraph} and any family of graphs F containing a Ps-
subgraph-free graph, let F' = {F —isol(F) | F € F}. For any graph G, if G is F-type-free
but not F'-type-free, then |V (G)| < I}lg}(ﬂV(F” +2|V(F)]3).

Proof. We first prove the lemma for type = subgraph. Suppose G is F-subgraph-free but not
F'-subgraph-free. Now G contains an H’-subgraph for some graph H' € F’'. This subgraph
consists of |V(H')| vertices. Let H € F be the graph for which H' = H — isol(H). G cannot
contain |isol(H)| vertices in addition to the vertices in the H’'-subgraph because otherwise
G trivially contains an F-subgraph. Hence |V(G)| < |V(H')| + |isol(H)| = |[V(H)| <
max |V (F)|.

FeF

Next, we show the lemma holds for type = minor. If some graph G is F-minor-free
but not F’-minor-free then for some graph H € F we have H' < G but not H < G where
H' = H—isol(H). Let ¢ be a minimal H’-model in G. The graph G has less than |V (isol(H))|
vertices that are not in any branch set of ¢, since otherwise an H-model could be constructed
in G by taking the branch sets of ¢ and adding |V (isol(H))| branch sets consisting of a single
vertex.

The number of vertices in G that are contained in a branch set of ¢ can also be limited. For
an arbitrary vertex v € V(H’) consider a spanning tree T' of G[¢(v)]. If ¢(v) contains multiple
vertices then for each leaf p of T', there must be a vertex u € Ny (v) and g € Ng(p) No(u),
such that p is the only vertex from ¢(v) that is adjacent to ¢(u); otherwise, removing leaf
p from the branch set ¢(v) would yield a smaller H’-model in G. Hence there can only be
max{1,degy, (v)} leaves in T.

To give a bound on the size of each branch set consider a smallest graph D € F’ that
is Ps-subgraph-free. Take £ = |V(D)| and note that D < P,. Since we know that G is F'-
minor-free, G must also be Pj-subgraph-free, therefore T is also P;-subgraph-free. Consider
an arbitrary vertex r in 7. Since T is a tree, there is exactly one path from 7 to each leaf
of T and every vertex of T lies on at least one path from r to a leaf of T'. Since there are
no more than max{1,degy. (v)} leaves in T there are at most max{1,degy(v)} such paths,
and all these paths contain less than ¢ vertices since T is Pp-subgraph-free, hence in total T'
contains less than degy. (v) - £ vertices. We can now give a bound on the total number of
vertices in G as follows:

V(O < lisol(H)|+ Y le(v)]

veH—isol(H)
< |isol(H)| + Z (degg (v) - £)
vEH—isol(H)
< |isol(H)| +2- |E(H)| - ¢
<|V(H)|+2-|[V(H)]-|V(D)]
< max(|V(F)] + 2V (F)[)

This concludes the proof. |

After the removal of isolated vertices in F to obtain F’, we know that F’ contains a graph
consisting entirely of disjoint edges, i.e. this graph is isomorphic to ¢ - P, for some integer
¢ > 0. If ¢ = 0 then F-type-free graphs have constant size and the problem is polynomial-time
solvable. We proceed assuming ¢ > 1. Let the matching number of a graph G, denoted as
v(G), be the size of a maximum matching in G. We make the following observation.

» Observation 20. For all ¢ > 1, a graph G is c- Py-subgraph-free if and only if v(G) < ¢—1.
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We give a characterization of graphs with bounded matching number, based on an adaptation
of the Tutte-Berge formula [4]. We use odd(G) to denote the number of connected components
in G that consist of an odd number of vertices.

» Lemma 21. For any graph G and integer m we have v(G) < m if and only if V(G) can
be partitioned into three disjoint sets U, R, S such that all of the following are true:

all connected components in G[R] have an odd size of at least 3,
G|[S] is independent,

Ng(S) CU, and

U]+ 3(|R| — odd(G[R])) < m.

Proof. Consider the Tutte-Berge formula [4] (cf. [36, Chapter 24]):

U(G) =} min_ (V(G)] = odd(G - V) + |U])

Suppose v(G) < m. It follows from the Tutte-Berge formula that there exists a U; C V(G)
such that 1 (|V(G)| — odd(G — Uy) + |U1|) = v(G) < m. From each connected component in
G — U; on an even number of vertices, select a single non-cut vertex and add the selected
vertices to a set Us. Now take U = U; U U;. Note that G — U contains only odd sized
connected components and odd(G — U) = odd(G — Uy) + |Uz|. Let S be the set of isolated
vertices in G — U and let R =V (G) \ (UUS). Observe that U, R, and S satisfy the first
three conditions in the lemma statement: G[R] contains only connected components with
an odd size of at least 3, G[S] is independent, and N¢g(S) C U. Note that this implies that
odd(G[R]) + |S| = odd(G[RU S]) = odd(G — U). The last requirement follows from the
Tutte-Berge formula as follows:

Ul + 3(|R| — 0dd(GI[R])) = 5(2|U| + |S| — |S| + |R| — odd(G[R])

([U+ |5+ |R[) = (odd(G[R]) + [S]) + [U])
[V(G)| = odd(G —U) + |[U])

[V(G)| = (0dd(G — Uy) + [Uz]) + [Ur| + |U2])
V(G )|*0dd(G Ur) + |Uhl)

=v(G) <

5
k
- 4
-4

b

For the reverse direction of the proof, suppose V(G) can be partitioned into disjoint sets
U, R, S as described in the lemma statement. A maximum matching in G[R] has size at most
L(|R| — odd(G[R]) since at least one vertex in each odd component remains unmatched and
every matching edge covers two vertices. Since Ng(S) C U we know that S is isolated in
G —U, sov(G—U)=v(G[R]) < L(|R| — 0dd(G[R]). Since a matching in G is at most |U|
edges larger than a matching in G — U we conclude v(G) < |U|+ 3(|R| —odd(G[R]) < m. <

Let us showcase how Lemma 2] can be used to attack F-MINOR-FREE DELETION when F
consists of a single graph ¢+ P», so that the problem is to find a set X C G of size at most ¢
such that G — X has matching number less than c.

» Theorem 22. For any constant ¢, the {c- P,}-MINOR-FREE DELETION problem parame-
terized by the size k of a feedback vertex set, can be solved in polynomial time using an oracle
that answers VERTEX COVER instances with O(k3) vertices.
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Proof. If an instance (G, /) admits a solution X, then Lemma [21] guarantees that V(G — X)
can be partitioned into U, R, S satisfying the four conditions for m = ¢ — 1. We try all
relevant options for the sets U and R in the partition, of which there are only polynomially
many since [U] + 3|R| <m € O(1).

For given sets U, R C V(G), we can decide whether there is a solution X of size at most ¢
for which U, R, and S := V(G) \ (U U RU X) form the partition witnessing that G — X
has matching number at most m, as follows. If some component of G[R] has even size, or
less than three vertices, we reject outright. Similarly, if |U| + 3(|R| — odd(G[R])) > m,
we reject. Now, if U and R were guessed correctly, then Lemma guarantees that the
only neighbors of R in the graph G — X belong to U. Hence we infer that all vertices
of X' := Ng(R) \ U must belong to the solution X. Note that since S is an independent
set in G — X, the solution X forms a vertex cover of G — (U U R), so that X" := X \ X' is
a vertex cover of G’ :== G — (UU RU X’). On the other hand, for every vertex cover X"
of G’, the graph G — (X’ U X”) will have matching number at most m, as witnessed by
the partition. Hence the problem of finding a minimum solution X whose corresponding
graph G — X has U and R as two of the classes in its witness partition, reduces to finding a
minimum vertex cover of the graph G’. In terms of the decision problem, this means G has a
solution of size at most £ with U and R as witness partite sets, if and only if G’ has a vertex
cover of size at most £ — | X’|. Since FvS(G’) < Fvs(G), we can apply the known [25] kernel
for VERTEX COVER parameterized by the feedback vertex number to reduce (G’, ¢ —|X’]) to
an equivalent instance with O(Fvs(G)3) vertices, which is queried to the oracle. If the oracle
answers positively to any query, then (G, ¢) has answer YES; otherwise the answer is NO. <

We remark that by using the polynomial-time reduction guaranteed by NP-completeness,
the queries to the oracle can be posed as instances of the original F-MINOR-FREE DELETION
problem, rather than VERTEX COVER. We now present our general (non-adaptive) Turing
kernelization for the minor-free and subgraph-free deletion problems for all families F
containing a Ps-subgraph-free graph, combining three ingredients. Lemma [19] allows us to
focus on families whose graphs have no isolated vertices. The guessing strategy of Theorem
is the second ingredient. The final ingredient is required to deal with the fact that a solution
subgraph G — X that is ¢ - P,-minor-free for some ¢ - P, € F, may still have one of the other
graphs in F as a forbidden minor. To cope with this issue, we show in Lemma that
if G — X has no matching of size ¢ (i.e., G — X has a vertex cover of size at most 2¢), but
does contain a minor model of some graph in F, then there is such a minor model of constant
size. By employing a more expensive (but still polynomially bounded) guessing step, this
allows us to complete the Turing kernelization. In the following lemmas vc(G) will denote
the vertex cover number and A(G) will denote the maximum degree of G.

» Proposition 23 ([13] Proposition 1]). If G contains H as a minor, then there is a subgraph
G* of G containing an H-minor such that A(G*) < A(H) and |[V(G*)| < |[V(H)| + ve(G*) -
(A(H) +1).

» Lemma 24. For any type € {minor, subgraph}, let F be a family of graphs, let G be a
graph with vertex cover C, and let S = V(G — C). If G contains an F-type, then there exists
S’ C S such that GIC'US'] contains an F-typeand |S'| < maxger |V(H)|+|C|- (A(H)+1).

Proof. Suppose type = minor, then by Proposition 23] we know that if G contains H € F
as a minor, then there is a subgraph G* of G containing an H-minor such that |V(G*)| <
[V(H)|+ve(G*)-(A(H)+1). Take 8" = V(G*)N S, then G[CUS'] = G[CUV (G*)] contains
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an J-minor and

|S"] < V(G|
<|V(H)|+ve(GF) - (AH) + 1)
< |V(H)|+|C|- (AH) +1)
< %12§<__|V(H)\ +[C|- (A(H) +1).

On the other hand, when type = subgraph then G contains an H-subgraph for some
H € F, and trivially there exists a set X C V(G) of |V (H)| vertices such that G[X] contains
an H-subgraph. Take S’ = X — C and clearly G[C U S’] contains an H-minor. <

Armed with Lemma [24] we now present the proof of the general Turing kernelization.

» Theorem 2. Let F be a finite set of graphs, such that some H € F has mo connected
component of three or more vertices. Then F-MINOR-FREE DELETION and F-SUBGRAPH-
FREE DELETION admit polynomial Turing kernels when parameterized by the vertex-deletion
distance to a graph of treewidth min tw(F).

Proof. Fix some type € {minor, subgraph}. First, consider input instances (G, ¢) for which
[V(G)| — £ < maxper(|V(F)|+ 2|V (F)|?). For these instances there exists a vertex set X of
size at most £ such that G — X is F-type-free if and only if there exists a vertex set Y of size
at most |V(G)| — ¢ < maxper(|V(F)| + 2|V (F)|?) such that G[Y] is F-type-free. Since there
are only polynomially many such vertex sets Y, and for each Y we can check in polynomial
time whether G[Y] contains an F-type [34], we can apply brute force to solve the instance in
polynomial time.

So from now on we only consider instances (G, £) for which |V (G)|—¢ > maxper(|V (F)|+
2|V (F)|?). This means that for any vertex set X of size at most £, the graph G — X contains
more than maxpez(|V (F)| + 2|V (F)|3) vertices. Take F' = {F —isol(F) | F € F} and we
obtain from Lemma that if G — X is F-type-free, it is also F'-type-free, and clearly if
G — X contains an F-type it is also contains an F'-type. Hence the F-type-FREE DELETION
instance (G, ¢) is equivalent to the F'-type-FREE DELETION instance (G, £). Note that if F’
contains an empty graph, the instance is trivially false since every graph contains the empty
graph as a subgraph. In the rest of the algorithm we assume each graph in F’ contains at
least one edge.

Since every graph in F contains an edge and at least one graph in F has no component
of three vertices or more, we have min tw(F) = 1. Therefore the parameter, the deletion
distance to treewidth min tw(F), is equal to FvS(G).

To complete the Turing kernelization for F-type-FREE DELETION, it suffices to give a
polynomial-time algorithm solving F’-type-FREE DELETION using an oracle that can solve
F-MINOR-FREE DELETION instances (G’, ') for which [V (G')| < Fvs(G)°™ and rvs(G’) <
Fvs(G)PM). Note that the latter condition on (G’,¢') is redundant since Fvs(G’) < |V (G)]
for any graph G'.

We will use the F-type-FREE DELETION oracle to solve VERTEX COVER instances on
induced subgraphs Gg of G, for which Fvs(Gp) < Fvs(G). This is done by a subroutine
called VCoracle. A call to VCoracle(Gy, fy) decides whether Gy has a vertex cover of size
at most £y, by the following process.

1. Compute a 2-approximate feedback vertex set Sy on G in polynomial time, for example
using the algorithm by Bafna et al. [2].
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2. Apply the kernelization by Jansen and Bodlaender [25] for VERTEX COVER parameterized
by feedback vertex set to the instance (Go,¥fy) and the approximate feedback vertex
set Sp. This takes polynomial time, and results in an instance (G, ¢1) of VERTEX COVER
on O(]So|?) < O(Fvs(Gy)?) vertices that is equivalent to (Go,£o).

3. Since every graph in F contains at least one edge, the F-type-FREE DELETION problem
is NP-complete [30]. The VERTEX COVER problem is also known to be NP-complete,
hence there exists a polynomial-time algorithm that transforms the VERTEX COVER
instance (G1, /1) into an equivalent F-type-FREE DELETION instance (Gs, ¢2). Since this
algorithm runs in polynomial time and the size of its input is Fvs(Go)®™"), the number
of vertices in Gy is upper-bounded by Fvs(Gg)°™.

4. Query the instance (Gy, o) of size FvS(Go)®M to the F-type-FREE DELETION oracle,
and output the answer as the result of the call VCoracle(Gy, ).

Whenever Gy is an induced subgraph of G, we have Fvs(Gy) < Fvs(G) so that the
procedure above allows the Turing kernelization to implement an oracle for answering vertex
cover queries on G, using queries to the F-type-FREE DELETION oracle of size bounded
polynomially in the parameter.

Using this subroutine, the Turing kernelization algorithm is given in Algorithm [I] The
high-level idea is as follows. Let M be the smallest graph in F’ that has no component of
three or more vertices, or equivalently, which is Ps-subgraph-free; then M consists of isolated
edges. The Turing kernelization first guesses the sets U and R as per Lemma [21] witnessing
that the graph G — X obtained after removing the unknown solution X, does not have a
matching of |[E(M)| edges (i.e. that G — X does not contain M € F’ as both a minor and a
subgraph). Since Lemma 21| guarantees that in the graph G — X we have Ng_x(R) C U, it
follows that Ng(R) \ U must belong to the unknown solution X if this guess was correct.
The algorithm then considers the remaining vertices @ := V(G) \ (U U RU Ng(R)) and
classifies them into 2!Vl types based on their adjacency to U. An additional guessing step
attempts to guess up to a vertices of each type in G — X, which will be part of the set S in
the partition of Lemma by taking them into the range of the function f. The algorithm
tests whether the graph G[f(2Y)UU U R] is F'-type-free. If not, then the guess was incorrect.
If so, then for each type of which fewer than « vertices were guessed to remain behind
in G — X, the algorithm collects the remaining vertices of that type in a set Q' to be added
to the solution X, and a VERTEX COVER instance is formulated on the remaining vertices
of Q. For types of which « vertices remained behind, no vertices have to be added to @’
or the solution X in this step, because using Lemma [24] it can be guaranteed that having
more vertices of that type will not lead to an F'-type. The algorithm returns true if the
formulated instance of VERTEX COVER has a solution that yields a set of size at most ¢
when combined with the vertices of Ng(R)\ U and Q.

Correctness When the algorithm returns true, then consider the values of U, R, @, f, and
Q' at the time that true is returned. There exists a vertex cover X' of size at most £ —
[(Na(R)\U)UQ'|in GIQ] — Q. Let X = X' U (Ng(R)\U)UQ', which has size at most .
The set X is a vertex cover in G — (UU R), since G — (UUR) - X = (G[Q] - Q') — X'.
Hence S :=V (G — (UUR))\ X is an independent set, even in G. The sets U, R, S, X form a
partition of V(G). See Fig. [5al for a visual representation of these sets. We will show that X
is a solution to F’-type-FREE DELETION on G.

Consider an arbitrary vertex v € S. Note that since Ng(R) C U U X we have S =
VIG)\(UURUX) CV(G)\(UURUN¢g(R)) =Q, sov € Q. By definition of X we know
Q' C X sov & Q. Then by definition of @’ on line [L5| we observe the following:
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Algorithm 1: Solving F’'-type-FREE DELETION instances using VCoracle with F’
containing a Ps-subgraph-free graph and no empty graphs or graphs with isolated
vertices.
input :A graph G and an integer /¢
output : true if there exists a set X of size at most £ such that G — X is F'-type-free,
or false otherwise.

1 Let m = |E(M)| — 1 where M is a smallest Ps-subgraph-free graph in F’
2 Let & = maxpyer |V(H)| + 3m(A(H) + 1)

3 forall U C V(G) with |[U| <m do

4 forall R C V(G — U) such that

5 all connected components in G[R] have an odd size of at least 3

6 and |U| + 1(|R| — 0dd(G[R])) < m

7 do

8 Q:=V(G)\ (UURUN¢(R))

9 forall functions f: 2V — 29 such that

10 G[f(2Y)] is independent and > Recall that f(2V) =Uycy f(Y)
11 G[f(2Y) UU U R] is F'-type-free and

12 VygU|f(Y)| <« and

13 VygUVUGf(y)Ng(U) NnNU=Y

14 do

15 Q" ={veQ\f2") [|f(Na(v)NU)| < a}

16 if VCoracle(G[Q] — @', £ — |(Ng(R)\U) U Q']) then

17 return true

18 return false

» Observation 25. For allv € S we have v € f(2Y) or |f(Ng(v) NU)| > a.

Assume for a contradiction that G — X = G[U U RU S] contains an F'-type. Since G[S]

is independent, U U R is a vertex cover in G — X, and by Lemma [24] there exists a set S’ C S

with |8’ < max [V(H)|+|UUR)]|-(A(H)+ 1) such that G[U U RU S’] contains an F'-type.
6 !

Note that |R| — 3 0dd(G[R]) > 0 since every connected component in G[R] contains at least
3 vertices, so then

'] < max [V(H)| + [UUR|- (A(H) +1)
< max [V(H)| + (U +|R] + 5 (IR\—Sodd(G[ 1) - (A(H) +1)
< max [V(H)[+3(|U[ + 5 (IRI—Odd(G[ 1) - (A(H) + 1)

HEF
*15“ x |V(H )|+3m(A(H)—|—1)

» Claim 26. The graph G[U U RU S'] is isomorphic to a subgraph of G[U U RU f(2Y)].

Proof. Observe that S contains no neighbors of R, and since G[S] is independent, we know
for all v € S that Ng(v) € UUX and therefore Ni_x (v) = Ng(v)NU. From Observation [25]
it follows for all v € S’ that v € f(2Y) or |f(Ng(v) NU)| > a. In the latter case v is a
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(b)

Figure 5 We show two partitions of GG. Figure [5alshows a partition of G given that Algorithm
returns true, while Fig. [Fb| shows a partition of G given that G — X is F-type-free. Note that in
both cases there can be no edges between R and Q.

false twin of any vertex u € f(Ng(v) NU) in G — X since by definition of f we have
Ng(u) NU = Ng(v) NU for all vertices u € f(Ng(v) NU). We have |S'| < |f(Ng(v) NU)|
for all v € ', so there exists a bijection that maps all vertices v € S’ to a vertex in u € f(2Y)
that is a false twin of v in G — X. Any two false twins in G — X are interchangeable in
G — X, hence G[U U RU S| is isomorphic to a subgraph of G[U U RU f(2Y)]. J

Since f is chosen such that G[U U RU f(2V)] is F'-type-free on line [11} Claim [26]leads to
a contradiction with the fact that G[U U RU S’] contains an F’-type. We conclude that if
the algorithm returns #rue a set X of size £ exists such that G — X is F'-type-free.

Next, we consider the reverse direction. We show that the algorithm returns true when
there exists a set X of size at most ¢ such that G — X is F'-type-free. Let m = |E(M)| — 1
where M is the smallest P3-subgraph-free graph in F’, i.e. M is isomorphic to (m + 1) - P,
since no graph in F’ contains isolated vertices. The graph G — X is F'-type-free so it is also
(m + 1) - Py-subgraph-free, and by Observation [20| we know v(G — X) < m. Therefore by
Lemma [21] there exists a partition U’, R, S of V(G — X) such that all of the following are
true:

all connected components in (G — X)[R'] = G[R'] have an odd size of at least 3,
(G — X)[S] = G[9] is independent,

Ng_x(S) CU or equivalently Ng(S) CU U X, and

U] + 3(|R'| = 0dd(G[R])) < m.

Clearly U’ and R’ are such that there is an iteration in the algorithm where U = U’ and
R = R'. Let Q be the set as defined on line in this iteration, see Fig. Let g: 2V — 29 be
defined as g(Y) = {v € S | Y = Ng(v)NU} for all Y C U. We define a function f’: 2V — 25
that maps any Y C U to an arbitrary subset of ¢(Y") of size min{|g(Y)|,a}. We make the
following observations:

Since Ng(S) C UUX we have Ng(R)NS=0soS=S\Ng(R)=V(G)\(UURUXU
Ng(R)) CV(G)\ (UURUNgG(R)) = Q, so f': 2V — 2%,

G[S] is independent, so G[f’(2V)] is also independent because f'(2Y) C S.

GIUURU f'(2Y)] is a subgraph of G[lUURUS] = G — X, and since G — X is F'-type-free,
GUURU f'(2Y)] is also F'-type-free.

Clearly Vycu|f'(Y)| < «, and

VycuVoes (v)Na(v) NU =Y.
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Hence f’ satisfies all conditions stated in line |§| of the algorithm, so there is an iteration of
the algorithm where f = f’. Let @’ be the set as defined on line[I5]in this iteration. We now
show that there exists a vertex cover of size at most £ — |(Ng(R)\ U)UQ’| in G[Q] — Q.

Since G[S] is independent, X is a vertex cover in G[X U S] = G — (U U R). Then clearly
X\ (Ng(R)\U) is a vertex cover in G — (UURU (Ng(R)\U)) and since Ng(R)\U C X we
have | X \ (Ng(R)\U)| < £ —|Ng(R)\ U|. Similarly consider the set A = (Ng(R)\U)UQ'.
Clearly X \ A is a vertex cover in G — (UURUA) and | X \ A] < {¢—|A|if A C X. We
will show that A C X. We know Ng(R) \ U C X so it remains to be shown that Q' C X.
Consider an arbitrary v € Q" and suppose v € X. Since @' C @Q we obtain from the definition
of Q that v € U and v ¢ R, so then v € S. We also note from the definition of Q' that
|f(Ng(v)NU)| < a. Since f = f" we have |f'(Ng(v) NU)| < «, and from the definition of
f we know that if | f/(Y)| < « for some Y C U, then f/(Y) = ¢g(Y). By definition of g we
have v € g(Ng(v) NU), so then v € f(Ng(v) NU) C f(2Y). This is a contradiction since
v & f(2Y) by definition of Q'.

Now we have shown that X'\ A is a vertex cover of size at most {—|A| = {—|(Ng(R)\U)UQ'|
in G- (UURUA) = G[Q] — @', hence the VCoracle should report that a vertex cover exists
on line 8.

Running time and query size Since F is fixed m and a are constants, the sets U and R
are of constant size so there are only polynomially many possibilities for U and R. The
function f maps subsets of U to sets of a maximum size of «, so there are only polynomially
many possible functions over which to iterate. For each possibility we run VCoracle which
takes polynomial time.

The VCoracle subroutine is invoked on induced subgraphs of G which therefore have a
feedback vertex number of at most FvS(G). Hence after computing the vertex cover kernel
we invoke the oracle for vertex cover instances with O(Fvs(G)3) vertices. <

5 Conclusion

Earlier work [8] 23] 25, 7] has shown that several F-MINOR-FREE DELETION problems
admit polynomial kernelizations when parameterized by the feedback vertex number. In
this paper we showed that when F contains a forest and each graph in F has a connected
component of at least three vertices, the F-MINOR-FREE DELETION problem does not admit
such a polynomial kernel unless NP C coNP/poly. This lower bound generalizes to any F
where each graph has a connected component of at least three vertices, when we consider
the vertex-deletion distance to treewidth min tw(F) as parameter.

For all other choices of F we showed that a polynomial Turing kernelization exists for
F-MINOR-FREE DELETION parameterized by the feedback vertex number. The size of the
VERTEX COVER queries generated by the Turing kernelization does not depend on F: the
Turing kernelization can be shown to be uniformly polynomial (cf. [20]). However, it remains
unknown whether the running time can be made uniformly polynomial, and whether the
Turing kernelization can be improved to a traditional kernelization.

Our results leave open the possibility that all /-MINOR-FREE DELETION problems admit
a polynomial kernel when parameterized by the vertex-deletion distance to a linear forest,
i.e. a collection of paths. Resolving this question may be an interesting direction for future
work.
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