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Abstract. This work proposes to evaluate the effect of digital filters
when applied to images acquired by the ORANGE prototype of the
Cygno experiment. A preliminary analysis is presented in order to under-
stand if filtering techniques can produce results that justify investing
efforts in the pre-processing stage of those images. Such images come
from a camera sensor based on CMOS technology installed in an appro-
priate gas detector. To perform the proposed work, a simulation envi-
ronment was created and used to evaluate some of the classical filtering
techniques known in the literature. The results showed that the signal-
to-noise ratio of the images can be considerably improved, which may
help in subsequent processing steps such as clustering and particles iden-
tification.

Keywords: Image processing · Digital filters ·
Particle physics experiment

1 Introduction

Digital image processing techniques emerged in the 1960s, being applied in fields
such as medical science, observation of earth resources and astronomy. Since
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then, its field of application has grown considerably, and particle physics exper-
iments have been making intensive use of them [1].

Currently, gas detectors have proven to be a choice for detecting particles
with low emission of energy. In these detectors, the light produced by the de-
excitation of the gas molecules during the multiplication process of electrons
can be captured by a camera based on CMOS (Complementary Metal-Oxide-
Semiconductor) technology [2]. The acquired images can be processed for better
pictorial information and for a more effective human interpretation. Moreover,
additional information can be extracted and processed by classifiers for applica-
tions in pattern recognition and machine learning.

For improving the detection and classification of patterns in images, it might
be necessary a good pre-processing, mainly on images that have a low signal-
noise ratio. To evaluate the impact of any pre-processing technique, a simulated
data-set may be essential to assess the potential of any proposed algorithm and,
in general, as an aid in the search for solutions to mitigate the effect of noise on
images.

This work proposes a study aiming at understanding the importance of filter-
ing for the CYGNO experiment [3] regarding the improvement of the signal-to-
noise ratio of its captured images, evaluating, in a first approach, the efficiency
of detection of straight tracks using spatial filters. To accomplish this task, a
simulation tool is also proposed.

The present paper is organized as follows: Sect. 2 describes the used data-
set and the analysis methodology. The image generation procedure is explained
in Sect. 3 and the filters definitions are presented in Sect. 4. Section 5 shows the
relevant results and discusses the applicability of the method. Section 6 concludes
this work.

2 Data-Set Definition and Analysis Methodology

In this section an overview of the data-set used in this work and of the analysis
methodology are given.

2.1 Data Set

The Cygno experiment aims to develop a triple-GEM (Gaz Electron Multiplier)
detector with combined read-out system by using an optical readout structure
employing high granularity and low noise CMOS sensors to obtain a good-enough
tracking performance for measuring low energy particles to search for Dark Mat-
ter massive particles. The detector is developed to read the light produced by the
de-excitation of gas molecules during the processes of electron multiplication.

In this work we are using the data acquired by the ORANGE (Optically
Readout GEm) prototype, which is described in details in [4–6]. A 10 × 10 cm2

Triple GEM structure, with a 1 cm high drift gap, using a binary gas mixture
He/CF4 60/40), was readout by an Orca Flash 4 CMOS-based camera1 equipped
with a large aperture (f/0.95) lens, as shown in Fig. 1.
1 For more details visit the site www.hamamatsu.com.
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Fig. 1. Drawing (not to scale) of the triple-GEM stack with the lens and the CMOS
camera. The drift and transfer gaps are shown.

The images composing the data-set were acquired in free-running mode, with-
out any trigger and a AmBe neutron source placed near to detector. Images pro-
duced by the GEM were recorded with an exposure of 2 s and all data were saved
without any selection. Figure 2 shows two images generated by the detector for
illustration.

Fig. 2. Images acquired by the ORANGE prototype.

The tracks to be identified have different shapes and different intensities
(luminosity). For this work, the main features of the straight tracks (signal) and
of the noise have been extracted to study the images characteristics and to use
them as input for the proposed simulation tool.
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2.2 Analysis Methodology

The proposed analysis steps are summarized in Fig. 3. It can be divided into 4
steps, as follows:

– Signal and background extraction
Using a real data-set acquired by ORANGE, the straight tracks and the image
noise are studied and their main parameters characterized (see Sect. 3.1).

– Image generation
In this step the tracks and noise are generated based on the parameters
extracted from real data. For each track, its contrast is swept in order to
produce a data-set which allows evaluating the filters performance for many
levels of difficulty (see Sect. 3.2).

– Image filtering
Filtering techniques are then applied to improve the signal-to-noise ratio of
the images. For this work, some of the most used spatial filters (mean, median
and Gaussian filters) are employed (see Sect. 4).

– Performance evaluation
The last step is then, after performing a binarization of the image using a
simple threshold level based on intensity, measure the number of signal pixels
and the number of noise pixels with intensities above the threshold to produce
two parameters: DE (detection efficiency) and FA (false alarm), respectively
(false alarm might be seen as its counterpart known as background rejection,
given by BR = 1 − FA).

Fig. 3. Analysis steps.

3 Simulation Tool

In this section, the steps performed to obtain a first proposal of a simulation
model based on the images acquired by the ORANGE prototype will be pre-
sented. The objective here would be only to create a tool that facilitates the
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evaluation of any method of image processing that could be considered by the
Experiment.

An image signal can be modeled as in Eq. 1, where It is the binary image
representing the track signal whose length and width are given using Monte
Carlo method, i is the track intensity (or contrast), and η represents the additive
noise. In particular, i will be swept over the entire intensity range of the image
to generate data-sets with tracks of varying intensities in order to evaluate the
filtering algorithms at different levels of difficulty.

Ig(x, y) = iIt(x, y) + η(x, y) (1)

For the moment, only straight tracks are considered. Subsections 3.1 and
3.2 describe the procedure used to extract some of the main characteristics of
the noise η and tracks It, respectively, and explain how they were employed to
generate events within the simulation tool.

3.1 Noise Features Extraction and Generation

As usual, for any detection based experiment, to create a simulation tool, signal
and noise need to be characterized. To extract the noise features, a data-set
acquired without making use of any radioactive source was used. A luminosity
histogram built using such data-set is shown in Fig. 4a. Studies on the tracks
characteristics have shown that their minimum and maximum intensities are
85 and 135, respectively. Figure 4b shows the histogram considering only that
interval. To model such noise, it was used the method known as KDE (Kernel
Density Estimator) [7]. The resulting model was then used to generate noise
values for the simulation tool. A histogram of a set of generated values are
shown in the same Fig. 4b.

The luminosity values beyond the interval [85–135] were used to model a
noise component known as salt-and-pepper [8]. A given pixel in the image has
the probability of being part of the salt and pepper noise (ps&p). If it is the case, it

(a) Luminosity histogram from real data (b) Luminosity histograms from real and
simulated data

Fig. 4. Luminosity histograms from real and simulated images.
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can be modeled by the Bernoulli distribution where the parameter ps represents
the probability of the pixel to be salt and pp = (1 − ps) the probability to be
pepper. When a pixel is salt (pepper), its intensity value assumes the maximum
(minimum) value on the considered image scale. The probability of a pixel to
be a salt-and-pepper noise was measured by summing the number of events
out of the interval [85–135] divided by total number of events in the data-set.
The probably of a pixel to be salt (pepper) was given by the number of events
over (under) 135 (85) divided by the total number of events in the data-set,
normalized so that the sum of the two components equals one. The estimated
values were: ps&p = 0.0083, ps = 0.16, pp = 0.84, in other words, the probability
of a given pixel being degraded by salt-and-pepper noise is 0.83%, and given
that it has occurred, the probability of that pixel being salt is 16% and of being
pepper is 84%.

3.2 Signal Features Extraction and Generation

As mentioned before, for a first approach only straight tracks have been consid-
ered. The considered features were length and width, to be used as input for the
simulation tool. Contrast will be given by sweeping the tracks intensities within
the range [85–135]. The length and width distributions are presented in Fig. 5.
The marginal of the measurements were modeled using KDE, considering that
the dependence between length and width is low enough not to justify, at this
stage, a two-dimensional density estimation. A Gaussian kernel has been chosen
and the KDE bandwidth was determined by Silverman’s formula [9].

Fig. 5. Histograms of length and width of tracks

The next step is to generate the tracks using the length and width extracted
from the estimated pdfs. The track generation is divided into 3 parts. The first
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is to define a straight segment with length obtained by Monte Carlo and divide
it into n equally spaced points.

The second part is to rotate these points by a random angle and centralize
it in a random position. This is necessary due to the random orientation and
position of the tracks. It is assumed that they are uniformly distributed within
the image area. Then, after having drawn an angle θ from 0 to 2π and a central
position point (x0, y0), the rotation/translation matrix showed in Eq. 2 is applied.

⎡

⎣
x′

y′

1

⎤

⎦ =

⎡

⎣
cos(θ) −sen(θ) x0

sen(θ) cos(θ) y0
0 0 1

⎤

⎦

⎡

⎣
x
y
1

⎤

⎦ (2)

The third part is to join these points to get a straight track. For that, a
Gaussian radial base function [10] K(x,x′) given by Eq. 3 is used for each point
defined previously.

K(x,x′) = e− ||x−x’||2

2σ2 (3)

where the vector x defines positions on a Cartesian plane (x, y) and the vector
x′ defines the position of each of the n points that form the straight segment.
The output K are made of values from ≈0 (far from x′) to 1 (near to x′). Each
point has a function K, so the final output, after processing all the n points, is
given by the sum of all functions K as can be shown in Eq. 4. As the Gaussian
function is infinite, a threshold is necessary to define the track region (defined
as 4σ from x′).

n∑

j=1

Kj(x,x′
j) = e− ||x−x’j ||

2

2σ2 (4)

For simplifying the adjustment of track intensity, a variable normalized from
0 to 1 has been defined as shown in Eq. 5, where imax = 135 (defined in Sect. 3.1)
and imed = 99 (which is the image noise baseline).

i = α(imax − imed) + imed (5)

4 Filters Definition

Spatial filters act directly on the pixels of an image [11] by moving a filter mask
thought out its full region. The response of a spatial filter for each point (x, y)
is obtained by the relationship between the central pixel and its neighbors. A
spatial filter can be linear or non-linear. For this work, two linear filters (mean
and Gaussian) and a non-linear filter (median) are considered.
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Linear Filter. In general, the output image g(x, y) is given by a 2D-convolution
between the system, defined by its impulse response w(x, y) (also known as filter
mask), and the input image f(x, y), as given by Eq. 6 [1]. The sizes of w and f
are defined as a × b and M × N , respectively.

g(x, y) =
a− 1∑

s=− a+1

b− 1∑

t=− b+1

w(s, t)f(x+ s, y + t) (6)

For the mean filter, the mask is defined by Eq. 7, where W is the size of the
window. This filter is used to soften the image, reducing the effects caused by
the presence of high-frequency components, reducing the variance of the image.

w(x, y) =
1
W

(7)

For the Gaussian filter, the mask is described by Eq. 8 and its size is usually
defined as a function of σ (e.g. = 5σ).

w(x, y) =
1

2πσ2
e− (x2+y2)

2σ2 (8)

Non-linear Filter. This type of filter uses non-linear operations between mask
and image. Some examples are the max and min operators that get the max-
imum and minimum values of a pixel neighborhood, respectively. The median
filter replaces a given pixel by the median of all pixels in its neighborhood w, as
given by Eq. 9 [1].

g(x, y) = median{f(x, y), (x, y) ∈ w} (9)

5 Results

The main objective of this work is to verify if digital filters have the potential
to produce relevant improvement in the signal-to-noise ratio on the ORANGE
images. To generate the results, the following items were considered:

– Simulation data will be generated as described in Sect. 3;
– Track intensity will be swept by varying the parameter α used in Eq. 5 through
out the interval [0, 1], allowing to measure the performance of the applied
filters for various levels of difficulty.;

– Tracks were divided into three categories according to their width values:
slim (width < 10 pixels), medium (10 ≤ width ≤ 20) and thick (width > 20
pixels);

– The filters known as mean, Gaussian and median will be tested for a given
range of mask window size;

– The best mask window size will be found for each filter given a fixed false
alarm level of 1% (or, equivalently, a background rejection of 99%).
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– Finally, the results will be given in terms of detection efficiency for a back-
ground rejection fixed to 99%, as mentioned above.

The left plot of Fig. 6 shows the detection efficiency for many values of α and
window size for slim tracks only. As it is possible to notice, when the windows
size gets large, the linear filters have their performance degraded, not happening
the same with the median filter.

The right plot of Fig. 6 shows the best detection efficiency curves achieved
by the filters (which means that their best window sizes are used) and the one
achieved when raw-data is directly used, without any image processing. The
detection improvement offered by the filters are clear and the median filter has
presented the best results since it is immune to outliers and salt-and-pepper
noise, followed by the Gaussian filter.

Fig. 6. Detection efficiency for slim tracks.

Fig. 7. Detection efficiency for medium-width tracks.

The same analysis has been done for the medium-width and thick-width
tracks as shown by Figs. 7 and 8. Similar conclusions can be made with slight
differences:
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Fig. 8. Detection efficiency for thick-width tracks.

– The left plots show that the mean and Gaussian filters are less effected by the
filter window size due to the thicker tracks width, but yet their performance
are considerably degraded, differently from the median filter;

– The right plots show that the best curves offered by the filters get better
(moving to the left and getting more pronounced) for larger track widths.

– The raw-data based method (only threshold) yields always the same perfor-
mance, independent of track width.

– The detection efficiency curves achieved by the linear filters get closer.

6 Conclusions

This work presents an initial proposal for constructing a simulation tool for
modeling the ORANGE images for evaluation of image processing algorithms.
The simulation tool was used to verify the importance of applying digital filters
to the CYGNO images for improving their signal-to-noise ratio.

Looking at the achieved results, it was possible to observe that the application
of a pre-processing algorithm to the CYGNO image may be a way to improve
the signal efficiency, even using a high background rejection requirement. These
results justify further studies on the subject. Nonetheless, since this was a first
attend, the simulation tool is been studied and upgraded to generated tracks
even more closed to the reality of the experiment, in order to keep evaluating
the already implemented filtering algorithm and add more complex algorithms.
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