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Abstract. The architecture of mHGN has been improved and become Single 

Layer Hierarchical Graph Neuron (SLHGN). The speed of this new architecture 

for recognizing multidimensional patterns is faster than the one of mHGN. It is 

therefore more suitable for forecasting multidimensional and complex process of 

tornado’s genesis in real-time. Additionally, two important issues related to data 

handlings of non-accurate recorded data and data handlings of complex weather 

data have been solved. These improvements have given significant and positive 

quality of SLHGN in forecasting tornado. Although the accuracy and the fore-

casting performance cannot be calculated properly, due to the fact that weather 

data is not always available, the specific characteristics of the SLHGN experi-

ment results show very promising values. This results suggest that tornado can 

be forecasted at least 5 hours before it occurs. People in the to-be-hit area will 

then have adequate time to be evacuated or to escape. The deployment of SLHGN 

in risky areas of tornados can then be expected as a tool for reducing damages, 

losses, and costs. Several improvements in weather station distribution still need 

to be carried out in order to improve the quality of tornado forecasting using 

SLHGN. 

Keywords: Multidimensional Hierarchical Graph Neuron, Single Layer Hierar-

chical Graph Neuron, Natural Disaster Forecast, Tornado Forecast. 

1 Introduction 

It has been suggested that tornadoes are one of the most powerful weather events asso-

ciated with destructive forces of nature. The frequency of occurrence of tornadoes is 

highest in North America especially in the US [1] [2]. Canada is second only to the US 

and approximately 80 occurrences are reported annually [3]. The ones that occurred in 

several countries across the gulf part of American continent are clear evidences that 

those disasters are real, and they will occur regularly [4]. Some evidences even show 

that tornados may occur in unusual locations. October 6, 2010, is the day when torna-

does occurred in Arizona. This day shouts out loud and clear that tornadoes indeed 

happen in the Grand Canyon State. On this day, Arizona experienced its largest, single-

day tornado outbreak in its recorded history [5]. 
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Major challenges toward improving the warning operations include obtaining obser-

vations of severe weather for real-time forecasting and post-event verification, educat-

ing forecasters, and having access to state-of-the-art forecaster workstations. An addi-

tional challenge is in communicating anticipated or ongoing severe tornados, both in-

ternationally between national weather bodies such as National Hydro-Meteorological 

Services (NHMSs), and nationally with media and emergency authorities [6]. This ef-

fort is also important to increase the accuracy of the forecasting. The reason why the 

occurrence of natural disasters cannot be accurately forecasted is due to its randomness. 

Furthermore, many people are not aware of the precondition of its occurrence, and they 

are not prepared to that. 

Currently, many European NHMSs are actively developing their severe thunder-

storm forecast process and warning services with 26 (79%) of respondent countries 

issuing severe thunderstorm warnings and 8 (24%) issuing tornado warnings [6]. Both 

warning criteria and methodologies used in the warning process vary from country to 

country. Lead-times range from 30 minutes to 96 hours, indicating a range of different 

warning philosophies for each country [6]. Given that tornadoes are hard to predict and 

the warnings give a very brief window of opportunity to prepare for evacuation to a 

secure underground or other location, each activity in the detection and warning phases 

is critically important to enable effective response actions to be taken before impacts 

on lives and property occur [3]. 

Yet, in the US tornados are not entirely random. The area of occurrences is generally 

located in the southeast area of the US, and most of tornados occurred between April 

and June. Nevertheless, every single tornado appears very suddenly and prior to its 

appearance there is no sign that can be recognized beforehand, for instance at least 5 

hours earlier, so that people have adequate time to get away of it. As the result, dam-

ages, losses, and costs totally cannot be predicted. 

The most difficult part dealing with a natural disaster, such as a tornado, is to forecast 

it. For long time researchers have worked on ways to forecast the occurrence of a nat-

ural disaster. Some of them are at the stage of now-casting [7 - 11], not yet forecasting. 

To handle tornados properly, real-time seems to be an important aspect in forecasting 

its occurrences. So far researchers that have worked on the handling of natural disasters 

have developed some kind of disaster management that deals with prior, while, and post 

disaster. It is true that some approaches of early warning system has been built in vari-

ous countries. However, the most time distance between the warning and the occurrence 

of tornado is very short. The reliable result is usually less than 30 minutes [6]. Such 

time distance is inadequate for people to protect themselves from the tornado’s force. 

Some researchers believe that the most difficult part of forecasting natural disasters is 

producing the mathematical formulas of it [12]. 

Due to its complexity and its randomness, it is a strong sign that methods other than 

mathematical formulas for forecasting a tornado are required. Not only the complexity 

and the randomness have been a concern, the real-time capability of the forecaster may 

improve the time distance to hours before the occurrence and still maintain the accu-

racy. A number of researchers [12] have developed an artificial intelligent technology 

to forecast an upcoming tornado. This approach has been taken into account in order to 

avoid complex mathematical formulas. Although there is no definite mathematical 
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functions that can be used to determine the condition of a tornado, wind-speed, wind-

direction, air-temperature, and air-pressure that constitute a tornado, are all caused by 

physical states [9]. It means that the time-series of several physical values of wind-

speed, wind-direction, air-temperature, and air-pressure determine particular tornado 

condition. It can then be figured out that the occurrence of a tornado can generally 

produce particular physical patterns. 

The Single Layer Hierarchical Graph Neuron (SLHGN) has been developed as an 

improvement of Multidimensional Hierarchical Graph Neuron (mHGN) [12]. At this 

stage, SLHGN begins to be ready for forecasting tornados, whereas mHGN is able to 

recognize incomplete patterns [13]. There are two major issues that have been resolved 

so that SLHGN is ready to forecast tornados. First, the physical values of weather data 

are represented using sophisticated scheme so, that false positive and true negative rates 

can be reduced. Second, the occurrence of a tornado can be determined based on the 

location where the measuring sensors of weather for wind-speed, wind-direction, air-

temperature, and air-pressure are located. Therefore, with this new approach patterns 

from previous occurrences of tornados can be used as the training pattern for future 

purposes. In this paper, those two issues are discussed in order to show the improvement 

of mHGN in forecasting tornados. 

2 The Need for a Real-Time Tornado Forecasting System 

It is very clear that the genesis of a tornado happens suddenly. To deal with such a rapid 

occurrence a real-time forecasting system would be required. Many countries have 

taken this issue very seriously. In their study [6], they summarizes the current severe 

thunderstorm warning and forecast operations in different European National Hydro-

Meteorological Services (NHMSs). They also suggest various ways for countries de-

veloping their own warning service to learn from experiences from other countries, 

including the warning operations from the United States of America, the longest-lived 

severe thunderstorm warning operations in the world. Their study is based on a ques-

tionnaire sent to 39 European NHMSs of which thirty-three (85%) responded.  

Currently, many European NHMSs are actively developing their severe thunder-

storm forecast process and warning services with twenty six (79%) of respondent coun-

tries issuing severe thunderstorm warnings and eight (24%) of respondent countries 

issuing tornado warnings [6]. Both warning criteria and methodologies used in the 

warning process vary from country to country. Lead-times range from 30 min to 96 

hours, indicating a range of different warning philosophies for each country. Major 

challenges toward improving the warning systems include obtaining observations of 

severe weather for real-time forecasting and post-event verification, educating forecast-

ers, and having access to state-of-the-art forecaster workstations [6]. An additional 

challenge is in communicating anticipated or ongoing severe thunderstorms, both in-

ternationally between NHMSs and nationally with media and emergency authorities. 

This is clear that those European countries have the same need in such real-time fore-

casting systems. 
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Based on their reports [14], a tornado hit the north-eastern suburbs of Hamburg, 

Germany, on 7 June 2016. It had an estimated strength of upper end F1 on the Fujita 

scale and was short-lived with an approximate duration of only 13 min and a path length 

of just about 1.3 km. They demonstrate that such a small-scale, extreme event can be 

observed and forecasted accurately by a low-cost radar and by an atmospheric model 

with low computational costs, respectively. Observations from a low-cost single polar-

ized X-band radar covering the urban area of Hamburg with 60 m spatial and 30 s tem-

poral resolution are analysed with respect to their ability to capture the development as 

well as the track of the tornado. In contrast to the national C-band radar network, the 

X-band radar is capable of capturing the hook echo of the tornado as well as the circular 

pattern in rain rates, because of its higher resolution in space and time [14]. 

In their [14] research, High-resolution forecasts of the tornado event are conducted 

with the computational efficient Conformal Cubic Atmosphere Model (CCAM) in or-

der to test the capability of predicting the tornado with a lead time of a few hours. A 

three step downscaling method is used to obtain a spatial resolution of 1 km with initial 

conditions taken from the NCEP analysis. Calculated severe weather indices clearly 

indicate a potential for a tornado. CCAM cannot explicitly resolve small scale tornadic 

features but the model simulates a strong convective cell only a few kilometers apart 

from the tornadic thunderstorm observed by the radar [14]. This is another indication 

that the complexity of tornado requires highly computational calculations. Although 

they claim that the CCAM is computationally efficient, the system is not yet capable of 

resolving small spatial and temporal scale of tornado time series measurements. Due to 

the rapid development of a tornado genesis, small spatial and temporal scale of data is 

the fundamental requirement for a real-time tornado forecasting. 

Furthermore, the randomness of a tornado has been discussed by some researchers 

[5]. They reported about the occurrence of tornados on October 6, 2010 in Arizona, in 

the Grand Canyon State. On this day, Arizona experienced its largest, single-day tor-

nado outbreak in its recorded history. Eight tornadoes were officially recorded in north-

ern Arizona. This day further proved that, tornadoes are not only possible in Arizona, 

but, they can even be dangerous to both life and property. 

Since a real-time forecasting system is not yet ready, losses from all natural hazards 

have increased steadily over the past three decades. A continuous cycle of Presidential 

disaster declarations was generated as communities rebuilt and recovered from these 

often devastating events [4]. Using a 50 year record, the paper examines the temporal 

variability and spatial distribution of tornado hazards in the United States. Tornado 

hazards are defined very specifically as any reported tornado that resulted in human 

injury, human fatality, or some amount of economic loss. The results suggest that,  

while the actual number of tornadoes (tornado segments) doubled over the entire time 

period, there was a smaller overall increase in the number of tornado hazards from  

1950 to 2000 [4]. 

Another report [15] presents the climatology of Illinois tornadoes based on data from 

the 1916-1969 period, and offers a variety of general interest tornado facts. Illinois 

ranks eighth nationally in the number of tornadoes, but first in deaths and second in 

tornado damages. On the average, there are 10 tornadoes per year, occurring on five 

days. The annual average death rate from these storms is slightly over 19 with an injured 
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average of 110 people. A majority (65 percent) of Illinois tornadoes occur during March 

through June, with 15-21 April being the prime 7-day period. Over 40 percent occur 

between 1500 and 1800 CST, and 65 percent take place from 1400-2000 CST. Five of 

the outstanding Illinois tornado days of the 1916-1969 period are discussed in detail, 

including the famed Tri-State tornado of 18 March 1925, the most devastating tornado 

in the United States since systematic collection of tornado data began in 1916 [15]. 

However, in their paper [4] it is reported that the ratio of tornado hazards to all tor-

nadoes has remained relatively constant since the 1960s. There has been a steady de-

cline in fatalities and reductions in injuries caused by tornado hazards. Losses are more 

variable over the past 50 years, but the 1990s showed near record lows, in terms of both 

total dollar losses and mean losses per tornado hazard event. The statistical centre of 

tornado hazard activity is in south-central Missouri, southeast of the statistical centre 

of tornadoes identified by previous research. The density of tornado hazards has ex-

panded outward from the historic ‘Tornado Alley’ region. This is again an indication 

to the randomness of tornado. The distribution of other high-density regions suggests 

additional tornado hazard regions in Florida, the lower Mississippi Valley, the Gulf 

Coast, and in the Carolinas [4]. 

Researchers [3] believe that communities are impacted only when and if a tornado 

touches down on the ground. Therefore, early recognition of tornadoes and proper com-

munication of warnings at the pre-touch down phase would help the public to be ready 

and respond appropriately and effectively. Given that tornadoes are hard to predict and 

the warnings give a very brief window of opportunity to prepare for evacuation to a 

secure underground or other location, each activity in the detection and warning phases 

is critically important to enable effective response actions to be taken before impacts 

on lives and property occur [3]. 

Furthermore, the paper [3] presents a detailed analysis of the tornado detection and 

warning system in Canada. The sequence of activities, their interrelationships in the 

tornado detection, warning and communication system are identified and developed as 

a network taking the City of Calgary, Alberta as a case study. In their system, the time 

durations of activities in the network are estimated and represented via triangular prob-

ability distributions. Developing the activity network is a continuous process of refine-

ment based on information gathered from different sources such as Environment Can-

ada and emergency management officials at provincial and local levels based on how 

they are associated with tornado detection, warning and communication. Their network 

is modelled using the simulation-based schedule networking tool DSSS in the  

Simphony software. Based on the simulation output results, improvements to the exist-

ing tornado detection, warning and communication system in Canada are proposed. 

Again, highly computational calculation is required in this approach, which may not be 

suitable for a real-time forecasting system [3]. 

It is also reported in [16] that the amount of forecast skill involved when issuing 

tornado and severe thunderstorm warnings is closely related to the type of storm that 

causes the severe weather. Storms from eight tornado outbreaks are classified and cor-

related with tornado warnings and severe thunderstorm warnings. These warnings were 

verified, missed, or shown to be false alarms by relating them with storm reports that 

match temporally and spatially with those in the Storm Prediction Center’s database. 
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Certain forecast parameters, including the critical success index (CSI), probability of 

detection (POD), false alarm ratio (FAR), and warning lead time are calculated for each 

storm type and for each type of warning. Because it was not practical to manually clas-

sify these storms (~50,000 entities), a decision tree was trained on a subset of manually 

classified storms using Quinlan’s C4.5 algorithm. The decision tree was then used to 

automatically classify storms as being of one of four types: super cellular, linear, pulse 

or unorganized. 

It was found in [16] that both tornado warnings and severe thunderstorm warnings 

issued for isolated supercells and convective line storms have higher CSI, higher POD, 

and lower FAR scores than those issued for pulse and non-organized storms. Lead times 

were consistently longer for supercell and line storms, while usually very short for pulse 

and non-organized storms. They conclude that measures of forecast skill are particu-

larly sensitive to the type of storm. Thus, any measurement of forecast skill, such as the 

year-over-year skill measure of an individual forecast office, has to take into account 

the types of storms in that office’s warning area in the time period considered. However, 

as mentioned in the previous paragraphs most of tornados and storms are pulse and 

non-organized ones. Since many parameters, measurements, and conditions need to be 

considered, many issues related to forecasting tornados need to be investigated further. 

The possibility of the occurrence of a natural disaster is not always constant, but it 

is still and always there in various parts of the world. Some countries have experienced 

natural disasters more than other countries [12]. Such a situation has been the main 

reason why a country like the US has spent many efforts to deal with natural disasters. 

However, this does not mean that only the US must be concerned with the occurrence 

of tornados. The randomness of the occurrence of a natural disaster is not only in terms 

of the location, but also of the time and the severity. However, the location and the time 

(season) of tornados to occur is generally the same. Previous tornados in the US oc-

curred between April and June, and the most places that have been hit are those in the 

southeast area of the US. 

Although many researchers in opinion that the severity and the average magnitude 

of natural disasters have increased since the last decade. However, it is still not clear 

how severe future natural disasters might be. The impossibility of measuring, or  

predicting the severity of natural disasters, has been the major cause of the difficulties 

in anticipating their occurrences. Many other researchers have suggested that, one way 

to deal with the randomness of the occurrence of natural disasters is through  

a real-time disaster forecaster, as many early warning system [2] and now-casting  

[1, 7, 9, 10, 17, 18] that have been investigated and developed are not yet able to help 

people avoiding and mitigating natural disaster. 

If the lead time of detecting a tornado is short, people will not be able to save  

themselves away from the tornado. For instance, the forecasting approach that they [8, 

11, 19] have attempted is able to forecast the disaster, but the lead time is only one hour. 

Despite those efforts that have been taken by researchers, Sorensen [2] argues that in 

terms of prediction and forecasting, still no radical breakthroughs have occurred in the 

past twenty years. Due to its complexities, most natural disaster researchers are working 

on technologies that are not focusing on the forecasting techniques. They have tried to 

find an appropriate approach for working on three areas: natural disaster forecaster, 
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now-casters, or early warning systems. However, they [2, 17, 20] also still integrate 

their system with disaster management systems. Even Doong et al. [20] suggest that the 

success of a disaster mitigation concept lies in the quality of the disaster management. 

This shows that their approach alone is not yet adequate to handle natural disasters nor 

tornados. The potential reason to this case is the fact that a system for handling tornados 

requires very complicated mathematical analysis. So many parameters and values need 

to be considered and included in their calculation [1, 8, 9], and it is time consuming 

[18], but the system must run fast [1], that can be used to warn people as early as  

possible. Therefore, a real-time forecasting system needs to be used to deal with it. 

 

Fig. 1. Incomplete weather data 

As already mentioned, although the complexity and the randomness of the occur-

rences of a natural disaster have caused difficulties in handling it, the development of 

every natural disaster still follows natural science characteristics and rules. Each tor-

nado owns specific location, time, patterns and characters. Yet, the difficulty to gain 

the measured values of those characteristics has become a new challenge in recognizing 

tornados before it turns up. The steps that a tornado builds before its strong and winding 

wind can be treated as a pattern. It means that the recorded data from previous tornado 

disasters plays a big role in recognizing it. Therefore, the data must be kept properly. 

The data is the important source of clue for researchers to analyse the pattern of a tor-

nado. When patterns of tornados can be recorded, it is a strong possibility that when 

one of the patterns is about to turn up, a system that can recognize patterns can be used 

to recognize a tornado early before it becomes a strong and destructive one. Such pat-

terns are the most important part of SLHGN for forecasting tornados hours before they 
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strike. Unfortunately, the data provided by weather stations such as the weather data of 

NOAA is not so accurate (see Error! Reference source not found.). Furthermore, the 

location of weather sensors is not exactly where the previous tornados have occurred 

(see Error! Reference source not found. and Error! Reference source not found.). 

 

 

Fig. 2. Ideal positions of weather sensors for Joplin 

 

Fig. 3. Real positions of weather sensors for Joplin 

3 Single Layer Hierarchical Graph Neuron (SLHGN) 

As already mentioned, the SLHGN is an improvement of mHGN [13]. There are some 

important features that have been implemented in SLHGN compared to mHGN  

through which the accuracy and speed have been increased. All the features in mHGN 

are still available in SLHGN, for instance its capability of recognizing  
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multidimensional patterns. 

Again, the SLHGN has been developed for solving multidimensional problems that 

has been discussed since a long time ago. Not only multidimensional, the process must 

be real-time without affecting the accuracy. Fortunately, researchers are aware of that 

solving complex problems numerous dimensions must be considered and calculated. 

Otherwise, analysing using just a few parameters cannot be considered correct. Such a 

condition will normally produce very high false positive or true negative error rates. 

Another issue when solving multidimensional problems is the method that will be im-

plemented. Not only the number of dimensions is large, but how all the dimensions are 

interrelated to each other, or independent on one another, is often not clear. 

The reason why single layer and real-time issues are required due to the fact that 

natural disasters is real-time problems and multidimensional problems. Therefore, fore-

casting natural disasters like tornados can also be considered as solving multidimen-

sional problems. In this case, not only the longitude and the latitude determine the con-

dition of a tornado, air-temperature, air-pressure, air-humidity, wind-direction, and 

wind-speed also play a big role in causing tornados. A problem that still exists is the 

interdependency amongst those tangible and with intangible values such as: industrial 

development, people movement, etc. It is so difficult to figure out mathematical formu-

las that constitute such interdependency. This is, therefore, a strong indication that such 

multidimensional problems may be solved using SLHGN. 

3.1 Experiment Results 

The procedure for testing SLHGN architecture is pretty much the same as the one for 

mHGN architecture. For the experiment, in SLHGN composition a number of neurons 

(GN) are operated by a single thread only, whereas in mHGN composition one neuron 

is operated by a thread. Various 2D-, 3D-, 4D- and 5D-pattern recognition have been 

scrutinized. The compositions used in the experiment are: 15X15 SLHGN, 5X15X15 

SLHGN, 5X5X15X15 SLHGN, and 5X5X5X15X15 SLHGN respectively. For in-

stance, in the 15X15 pattern recognition the SLHGN composition requires only 225 

threads (see Figure 5), whereas mHGN composition requires 1009 threads (see Figure 

4). Both compositions of SLHGN and mHGN contains 2018 neurons. This shows how 

the composition of SLHGN requires very much smaller number of threads, which re-

duces the operational time and makes it more suitable for a real-time application. As 

for creating patterns, binary data is used, then two values (i.e. 0 and 1) of data are re-

quired. Therefore, 450 threads are required in the 15X15 SLHGN composition. So, 450 

threads have been run in parallel during this 2D pattern recognition. By using threads, 

the activity of neurons is simulated so that the functionalities are close to the real neuron 

functionalities. 

The experiment works on all the patterns of 26 alphabetical figures. Following the 

composition of the threads, the alphabet patterns consist of 15X15 pixels. For the train-

ing purpose, the SLHGN is first fed one-cycle with all the 26 non-distorted patterns. 

The pattern order during the training phase has been determined randomly. Then, to 

acquire the recognition results the SLHGN is fed with a number of randomly distorted 
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patterns of alphabetical figures. The recognizing accuracy is taken by calculating the 

average value of the results. 

During the experiment, 20 distorted patterns for each alphabetical figure have been 

generated. After gaining the results, the experiment is re-run until in total 10 times with 

the same steps, but in every run the SLHGN is still trained with 26 patterns of alpha-

betical figures but with randomly different order. So, for each alphabetical figure for 

particular percentage of distortion, in total 200 distorted patterns have been generated 

as testing patterns.  

There are 7 percentage levels of distortion that have been tested, they are: 1.3%, 

2.7%, 4.4%, 6.7%, 8.0%, 8.9%, and 10.7%. These percentage levels have been so cho-

sen based on the number of pixels that have been distorted. The sizes of distorted pixels 

represent the factor and the non-factor of the dimension of the patterns. By doing so, 

we can observe all the possibilities of distortion. So, in total there are 5200 (26 x 20 x 

10) randomly distorted testing patterns. 

The following shows some results taken from testing 4.4% randomly distorted pat-

terns, and the SLHGN was previously stored with alphabetical figure patterns, and the 

order was IEFXMQYJHPDKTORZCUALBGVWNS. The value on the right side of 

each alphabet show the portion (percentage) of the pattern that is recognizable as the 

corresponding alphabet. 

 

Fig. 4. One-Dimensioal 25 neurons mHGN run by 25 threads 

 

Fig. 5. One-Dimensional 25 neurons SLHGN run by 9 threads 

After collecting the results taken from testing 5200 patterns we can summarize how 

accurate the SLHGN is, in recognizing different percentage levels of distortion of 26 

alphabets. The summary is taken based on the average accuracy values from all the 

steps. The following shows the summarized result taken from testing distorted patterns 

using five-dimensional 5X5X5X15X15 SLHGN. Important to note that these SLHGN 
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results must be the same as those of mHGN. By doing so, it confirms the SLHGN ar-

chitecture functions correctly. 

 

Fig. 6. The result of all the 26 alphabetical patterns that are twenty times  

4.4% randomly distorted. 

 

 

Fig. 7. The summary of the result using 5X5X5X15X15 SLHGN [21] 

The following figure shows the differences of recognition accuracy amongst 15X15, 

5X15X15, 5X5X15X15, and 5X5X5X15X15 SLHGN architectures when recognizing 

10.7% distorted patterns of alphabets. 

I A A 9 A 8 A 8 A 54 A 13 A 3 A 8 A 13 A 16 A 6 A 15 A 14 A 15 A 14 A 14 A 2 A 1 A 54 A 17 A 15 20

E B B 3 B 4 B 36 B 37 B 11 B 36 B 11 B 11 B 37 B 10 B 5 B 36 B 13 B 10 B 12 B 11 B 6 B 9 B 11 B 36 20

F C C 40 C 7 C 38 C 15 C 8 C 39 C 8 C 7 C 7 C 8 C 15 C 7 C 0 C 14 C 15 C 40 C 14 C 1 C 14 C 39 20

X D D 26 D 10 D 4 D 27 D 9 D 10 D 10 D 2 D 26 D 12 D 25 D 11 D 5 D 12 D 6 D 9 D 9 D 10 D 11 D 10 20

M E E 10 E 6 E 30 E 29 E 12 E 11 E 11 E 10 E 10 E 29 E 11 E 10 E 10 E 11 E 12 E 29 E 31 E 6 E 10 E 9 20

Q F F 20 F 4 F 19 F 3 F 20 F 9 F 7 F 8 F 4 F 1 F 7 F 21 H 19 F 22 F 8 F 9 F 21 F 8 F 4 F 8 19

Y G G 51 G 14 G 51 G 13 G 15 G 51 G 14 G 50 G 7 G 51 G 14 G 15 G 6 G 15 G 15 G 7 G 3 G 14 G 6 G 7 20

J H H 8 H 14 H 54 H 14 H 15 H 56 H 15 H 14 H 7 H 54 H 13 H 3 H 16 H 55 H 14 H 54 H 9 H 15 H 55 H 54 20

H I I 54 I 6 I 1 I 53 I 6 I 14 I 14 I 55 I 15 I 15 I 54 I 14 I 14 I 15 I 54 I 6 I 15 I 14 I 16 I 5 20

P J J 54 J 5 J 5 J 14 J 15 J 13 J 54 J 14 J 55 J 6 J 55 J 15 J 15 J 6 J 54 J 55 J 14 J 13 J 14 J 3 20

D K K 4 K 7 K 8 K 8 K 6 K 6 K 8 K 5 K 8 H 22 K 9 K 6 K 7 K 6 K 4 K 2 H 22 K 9 K 7 K 5 18

K L L 9 L 11 L 5 L 38 L 11 L 11 L 11 L 39 L 6 L 40 L 12 L 39 L 10 L 6 L 5 L 10 L 7 L 10 L 12 L 38 20

T M M 22 M 19 M 21 M 4 M 21 M 22 M 8 M 4 M 8 M 6 M 7 M 6 M 5 M 7 M 5 M 4 M 7 M 7 M 6 M 7 20

O N N 19 N 4 N 3 N 7 H 19 N 8 N 8 N 4 N 7 N 6 N 7 N 8 H 18 N 8 N 6 N 7 N 8 N 5 N 7 N 5 18

R O O 54 O 16 O 15 O 14 O 14 O 7 O 56 O 14 O 54 O 8 O 3 O 16 O 14 O 16 O 55 O 54 O 6 O 15 O 7 O 54 20

Z P P 10 P 32 P 10 P 9 P 9 P 10 P 5 P 6 P 5 P 33 P 10 P 0 P 8 P 10 P 10 P 32 P 5 P 9 P 11 P 11 20

C Q Q 44 Q 15 Q 4 Q 15 Q 45 Q 15 Q 16 Q 13 Q 14 Q 13 Q 6 Q 14 Q 15 Q 15 Q 15 Q 45 Q 6 Q 44 Q 14 Q 45 20

U R R 11 R 12 R 12 R 5 R 12 R 11 R 38 R 5 R 6 R 10 R 10 R 7 R 37 R 10 R 37 R 37 R 38 R 11 R 2 R 12 20

A S S 14 S 15 S 8 S 14 S 13 S 13 S 3 S 7 S 13 S 14 S 46 S 45 S 13 S 15 S 46 S 7 S 7 S 13 S 14 S 15 20

L T T 14 T 15 T 14 T 15 T 15 T 16 T 13 T 7 T 15 T 55 T 15 T 14 T 15 T 55 T 16 T 54 T 55 T 54 T 14 T 14 20

B U U 4 U 7 U 10 U 7 U 10 U 11 U 11 U 9 U 11 U 5 U 30 U 11 U 5 U 30 U 4 U 10 U 10 U 10 U 11 U 2 20

G V V 56 V 14 V 54 V 15 V 54 V 8 V 55 V 55 V 6 V 14 V 14 V 9 V 2 V 15 V 1 V 56 V 16 V 14 V 16 V 15 20

V W W 6 W 14 W 30 W 29 W 13 W 13 W 13 W 3 W 14 W 6 W 12 W 14 W 11 W 13 W 13 W 7 W 30 W 30 W 11 W 12 20

W X X 15 X 53 X 16 X 15 X 15 X 14 X 15 X 14 X 14 X 14 X 7 X 6 X 16 X 54 X 15 X 14 X 54 X 14 X 13 X 54 20

N Y Y 15 Y 16 Y 15 Y 13 Y 14 Y 51 Y 8 Y 2 Y 51 Y 13 Y 51 Y 15 Y 14 Y 13 Y 52 Y 16 Y 15 Y 15 Y 5 Y 15 20

S Z Z 7 Z 15 Z 15 Z 14 Z 13 Z 14 Z 16 Z 17 Z 0 Z 51 Z 14 Z 51 Z 50 Z 7 Z 6 Z 7 Z 51 Z 14 Z 13 Z 51 20

PATTERNS RANDOMLY DISTORTED 4.4 %

2 5 6

Patterns 

Stored 9

Distorted 

Pattern 3 4

Recognised patterns and their recognized portion (%) from 20 different randomly distorted patterns Recognised 

Correctly11 12 13 14 15 16 17 18 19 20

Order 

Type 0

107 81

1.3 2.7 4.4 6.7 8.0 8.9 10.7

A 100 100 100 100 100 100 100

B 100 100 100 100 98 97 94

C 100 100 100 100 100 96 100

D 100 100 100 100 100 100 98

E 100 100 100 100 100 100 100

F 100 99 94 89 83 85 74

G 100 100 100 100 100 100 100

H 100 100 89 67 48 50 55

I 100 100 100 100 100 100 100

J 100 100 100 100 100 100 100

K 100 100 98 81 70 72 67

L 100 100 100 100 100 100 100

M 100 100 93 76 55 66 49

N 100 100 97 77 63 60 55

O 100 100 100 100 100 100 100

P 100 99 87 79 80 81 81

Q 100 100 100 100 100 94 99

R 100 100 100 95 100 99 95

S 100 100 100 100 100 100 100

T 100 100 100 100 100 100 100

U 100 100 100 100 100 100 100

V 100 100 100 100 100 100 100

W 100 100 100 100 99 98 92

X 100 100 100 100 100 100 100

Y 100 100 100 100 100 100 100

Z 100 100 100 100 100 100 100

100 100 98 95 92 92 91

Recognition 

Accuracy for 

Each Pattern (%)

Average

Distortion (%)
5X5X5X15X15 Patterns



109 

 

 

 

Fig. 8. Differences of recognition accuracy amongst four different architectures 

3.2 Time-Series in Pattern Recognition 

Recognizing patterns of time series problem utilizes data that have previously been 

recorded regularly in timely manner [21]. For instance, if the parameter that needs to 

be recorded is a single value, and the recording step is every six hours, then there will 

be 4 values recorded every day. In order to constructs the recorded values as a pattern, 

the data representation of the recorded values need to be developed so, that they can fit 

into a pattern recognition architecture. The following figure shows six ways of repre-

senting recorded data for 8 levels of measurement. 

Definition: The distance between two values is the number of different bits between 

them. For instance, the distance between 001 and 110 is 3, whereas the distance between 

00000001 and 10000000 is 2. It is known as Hamming Distance. 

It can be seen from Error! Reference source not found. that the data (value) is 

represented using binary numbers, and there are six possible data representations (Ver1 

till Ver6). For the Ver1 (Binary Code Decimal), the distance between adjacent values 

varies. It is therefore not suitable for SLHGN. For the Ver2 (Grey Code), the distance 

between two adjacent values is constant, which is one. However, the distance between 

Value 2 and 7 is also one. This is not suitable, as for SLHGN the distance one also 

means that the two values are very close to each other. In fact, value 2 and 7 are very 

different and very far from each other. Again, this is not suitable for SLHGN. For the 

Ver3 and Ver4 (Ring Counter), the distance between any two values is constant, which 

15X15 5X15X15 5X5X15X15 5X5X5X15X15

A 99 100 100 100

B 58 69 92 94

C 67 93 94 100

D 78 92 94 98

E 85 80 100 100

F 61 71 81 74

G 87 98 100 100

H 23 63 69 55

I 95 100 100 100

J 77 95 100 100

K 68 59 84 67

L 50 80 100 100

M 38 36 35 49

N 53 42 63 55

O 100 100 100 100

P 61 59 75 81

Q 63 73 73 99

R 79 90 95 95

S 78 97 100 100

T 93 95 100 100

U 89 84 85 100

V 100 100 100 100

W 75 82 98 92

X 85 100 100 100

Y 100 100 100 100

Z 99 100 100 100

75 83 90 91

Comparison Result
Distortion = 10.7 %

Recognition 

Accuracy for 

Each Pattern (%)

Average
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is two. These are again not suitable for SLHGN. For the Ver5 and Ver6 (Johnson Coun-

ter) the distance between adjacent values is constant, which is one. Additionally, the 

distance between any two values is linear with the value differences. 

 

 

Fig. 9. Six examples of data representation for 8 levels of value 

It seems to be that the Ver5 and Ver6 are the most suitable data representation that 

can be used with SLHGN. However, such data representation will not maximally utilize 

the binary combination. With 3-bit data, only 3/8 or 0.375 is the occupation ratio. For 

4-bit data is the occupation ratio 4/16 or 0.25. The occupation ratio is 5/32 or 0.15625 

for 5-bit value. This shows that the Ver5 and Ver6 data representation will produce less 

occupation ratio, the more number of bits is used. This is an indication that due to such 

an occupation ratio the pattern recognizer will have less recognition accuracy, the more 

number of bits is used. So, these are again not suitable for SLHGN. 

The following is a better data representation that solves those above issues. 

 

 

Fig. 10. Three examples of a better data representation for 3-, 4-, and 5-bit binary values 

Value Ver1 Ver2 Ver3 Ver4 Ver5 Ver6 
1 000 000 00000001 10000000 00000001 10000000 

2 001 001 00000010 01000000 00000011 11000000 

3 010 011 00000100 00100000 00000111 11100000 

4 011 010 00001000 00010000 00001111 11110000 

5 100 110 00010000 00001000 00011111 11111000 

6 101 111 00100000 00000100 00111111 11111100 

7 110 101 01000000 00000010 01111111 11111110 

8 111 100 10000000 00000001 11111111 11111111 

 

Value 3-bit 4-bit 5-bit 

1 101 0101 00101 

2 100 0100 00100 

3 110 0110 00110 

4 010 1110 01110 

5 011 1111 01111 

6 001 1101 01101 

7  1001 01001 

8  1000 01000 

9  1010 01010 

10  0010 11010 

11  0011 11011 

12  0001 11001 

13   11101 

14   11100 

15   11110 

16   10110 

17   10111 

18   10101 

19   10001 

20   10000 

21   10010 

22   00010 

23   00011 

24   00001 
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In Error! Reference source not found. there are three examples of 3-bit, 4-bit, and 

5-bit data representation. It is shown that the distance between any adjacent levels in 

all samples is constant, which is one. Furthermore, between any two values which have 

value difference of two, the distance is also constant, which is two.  Last, the distance 

between any two values which have value difference of three, the distance is again 

constant, which is three. For SLHGN, such constant distances of 1, 2, and 3 are ade-

quate to be used for tornado recognition. Another characteristic of these data represen-

tations is that the representation is cyclic. It means that, if it is required the order of 

binary representation can be modified circularly without affecting the distances. Using 

such better data representations, in all examples is the occupation ratio constantly 0.75. 

With such a constant occupation ratio the pattern recognizer will have constant recog-

nition accuracy, any number of bits in it is used. Important to mention that the SLHGN 

will use the bold values in the cluster. 

The following figure shows the proof that the bold values have a distance of 1 only 

to adjacent values, otherwise more than 1 to other values. 

 

 

Fig. 11. Matrix of distances of bold binary values of better data representation 

The following figure shows an example of recorded data taken from a single location 

measurement and each value has 3X5-bit (15 bits) values. 

00101 00100 00110 01110 01111 01101 01001 01000 01010 11010 11011 11001 11101 11100 11110 10110 10111 10101 10001 10000 10010 00010 00011 00001

00101 0 1 2 3 2 1 2 3 4 5 4 3 2 3 4 3 2 1 2 3 4 3 2 1

00100 1 0 1 2 3 2 3 2 3 4 5 4 3 2 3 2 3 2 3 2 3 2 3 2

00110 2 1 0 1 2 3 4 3 2 3 4 5 4 3 2 1 2 3 4 3 2 1 2 3

01110 3 2 1 0 1 2 3 2 1 2 3 4 3 2 1 2 3 4 5 4 3 2 3 4

01111 2 3 2 1 0 1 2 3 2 3 2 3 2 3 2 3 2 3 4 5 4 3 2 3

01101 1 2 3 2 1 0 1 2 3 4 3 2 1 2 3 4 3 2 3 4 5 4 3 2

01001 2 3 4 3 2 1 0 1 2 3 2 1 2 3 4 5 4 3 2 3 4 3 2 1

01000 3 2 3 2 3 2 1 0 1 2 3 2 3 2 3 4 5 4 3 2 3 2 3 2

01010 4 3 2 1 2 3 2 1 0 1 2 3 4 3 2 3 4 5 4 3 2 1 2 3

11010 5 4 3 2 3 4 3 2 1 0 1 2 3 2 1 2 3 4 3 2 1 2 3 4

11011 4 5 4 3 2 3 2 3 2 1 0 1 2 3 2 3 2 3 2 3 2 3 2 3

11001 3 4 5 4 3 2 1 2 3 2 1 0 1 2 3 4 3 2 1 2 3 4 3 2

11101 2 3 4 3 2 1 2 3 4 3 2 1 0 1 2 3 2 1 2 3 4 5 4 3

11100 3 2 3 2 3 2 3 2 3 2 3 2 1 0 1 2 3 2 3 2 3 4 5 4

11110 4 3 2 1 2 3 4 3 2 1 2 3 2 1 0 1 2 3 4 3 2 3 4 5

10110 3 2 1 2 3 4 5 4 3 2 3 4 3 2 1 0 1 2 3 2 1 2 3 4

10111 2 3 2 3 2 3 4 5 4 3 2 3 2 3 2 1 0 1 2 3 2 3 2 3

10101 1 2 3 4 3 2 3 4 5 4 3 2 1 2 3 2 1 0 1 2 3 4 3 2

10001 2 3 4 5 4 3 2 3 4 3 2 1 2 3 4 3 2 1 0 1 2 3 2 1

10000 3 2 3 4 5 4 3 2 3 2 3 2 3 2 3 2 3 2 1 0 1 2 3 2

10010 4 3 2 3 4 5 4 3 2 1 2 3 4 3 2 1 2 3 2 1 0 1 2 3

00010 3 2 1 2 3 4 3 2 1 2 3 4 5 4 3 2 3 4 3 2 1 0 1 2

00011 2 3 2 3 2 3 2 3 2 3 2 3 4 5 4 3 2 3 2 3 2 1 0 1

00001 1 2 3 4 3 2 1 2 3 4 3 2 3 4 5 4 3 2 1 2 3 2 1 0
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It can be seen from Error! Reference source not found. that the recorded values 

from parameter of 15-bit data construct a two-dimensional pattern of 10X15 architec-

ture. Utilizing these recorded data, the SLHGN can forecast a tornado 6 hours earlier, 

when the same tornado will occur again. It means that if values have been recorded and 

the same pattern is recognized by the pattern recognizer, then the tornado is forecasted 

to occur again within 6-hour time with around 90% of accuracy. 

 

 

Fig. 12. Data of 15-bit values build a 2D-Pattern 

4 Single Layer Hierarchical Graph Neuron for Tornado 

Forecasting 

In the previous section, time series value is described and represented so, that it can be 

forecasted through utilizing a pattern recognition, such as SLHGN. In case of tornado 

forecasting, single parameter in a location, such as air-pressure, is not the only value 

that determine the occurrence of a tornado in the location within 6-hour time. Several 

other parameters, such as wind-speed, wind-direction, air-temperature, and air-humid-

ity, play a big role in the occurrences as well. It means that the number of levels or a 

measured value will increase according to the number of parameters. In case 5 param-

eters need to be measured and each parameter contains 5-bit value, the required pattern 

structure would be 10X25. 

Also described in the previous section that measuring a parameter at particular point 

of location for several periods of time will generate a two dimensional pattern. If a 

series of points of the location need to be measured for several period of time, then the 

measured values will become a three dimensional pattern. The following figure depicts 

how some part of it will look like. 

Also described in the previous section that measuring parameters at particular point 

of location for several periods of time will generate a two dimensional pattern. If a 

series and linear of locations need to be measured for several periods of time, then the 

1 0 1 1 0 0 1 1 0 0 

1 1 1 1 0 1 1 1 1 0 

0 0 0 1 1 1 1 1 0 1 

1 1 1 0 0 1 0 0 1 0 

1 0 0 1 0 1 1 0 0 0 

1 0 1 0 1 0 1 1 0 0 

1 1 1 0 1 1 1 1 1 1 

0 1 1 1 0 0 0 1 0 1 

1 1 0 0 1 1 1 0 1 1 

1 1 0 0 0 0 0 1 0 1 

0 1 0 0 0 0 1 0 1 1 

0 1 1 1 1 1 1 0 1 1 

1 0 1 0 1 1 1 1 1 0 

0 1 1 1 1 1 0 0 0 1 

0 1 1 0 1 1 0 0 1 1 

          
00.00 03.00 06.00 09.00 12.00 15.00 18.00 21.00 00.00 03.00 

          

 Time 
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measured values will become a three dimensional pattern. If the location that need to 

be measured is a 2D area, then the measured values will generate a 4D pattern. Further-

more, if the location that need to be measured is a 3D area, then the measured values 

will generate a 5D pattern. 

 

 

Fig. 13. A row of data of 8-bit value build a 3D-Pattern 

4.1 The Architecture of SLHGN for Time-Series Tornado Data 

The utilization of SLHGN has introduced a new approach that a local tornado forecast 

can be operated using small and cheap components. The values of air-temperature, air-

humidity, air-pressure, wind-speed, and wind-direction can be gained through ordinary 

sensors. The area that is covered by those sensors can be a 3D area, because such small 

sensors can be easily mounted in valleys or hills, or even vehicles. The sensors can be 

embedded in a tiny computer, such as Raspberry Pi. The tiny computer will be respon-

sible to run several GNs. The values taken from the sensors will then be worked out 

within the GNs. The connectivity of neurons is developed within a tiny computer and 

through the interconnectivity of the tiny computers. 

In short, to build a tornado forecast for particular location, five parameters need to 

be measured. They are: wind-speed, wind-direction, air-temperature, air-humidity, and 

air-pressure. So, if one parameter is represented through 5-bit binary data, then for the 

measurement of 5 parameters 25-bit data is needed. For the time series, 15 series of 

measurement will be carried out. For an area that needs to be protected by SLHGN, 

3X3X3 measurement points will be deployed. So, the SLHGN dimension will be 

3X3X3X25X15. 

4.2 Data Handlings for Real Tornados 

Two deadliest tornados occurred quite recently are the tornado that struck Joplin, Mis-

souri on May 22, 2011 and the one in Hackleburg–Phil Campbell, Alabama on April 

27, 2011. To store the circumstances, several parameters in these areas need to be stored 
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in SLHGN. Fortunately, the National Oceanic and Atmospheric Administration 

(NOAA) provides lots of data of: air-temperature, air-humidity, air-pressure, wind-

speed, wind-direction in most areas of the US. These data will be the major source for 

SLHGN to store previous occurrences of tornados.  

The following is the list of tornados scale F5/EF5 (the strongest) occurred In the US. 

The indicator F stands for Fujita and EF stands for extended Fujita. The scale has been 

named the same as the meteorologist Ted Fujita, who developed the scale. 

1. May 4, 2007, Greensburg, Kansas 

2. May 25, 2008, Parkersburg–New Hartford, Iowa 

3. April 27, 2011, Philadelphia–Preston, Mississippi 

4. April 27, 2011, Smithville, Mississippi 

5. April 27 2011, Hackleburg–Phil Campbell, Alabama 

6. April 27 2011, Tuscaloosa–Birmingham, Alabama 

7. April 27, 2011, Rainsville–Sylvania, Alabama 

8. May 22 2011, Joplin, Missouri 

9. May 24, 2011, El Reno–Piedmont, Oklahoma 

10. May 24, 2011, Chickasha–Blanchard–Newcastle, Oklahoma 

11. May 24, 2011, Washington–Goldsby, Oklahoma 

12. May 20, 2013, Moore, Oklahoma 

13. May 31, 2013, El Reno, Oklahoma 

14. April 27, 2014, Vilonia, Arkansas 

 

 

Fig. 14. The locations of F5/EF5 tornados 

It can be seen from the map above, that based on the close location and the same 

time frame the data of Joplin’s tornado can be used to test the Oklahoma’s tornados 

(five tornados). Similarly, the data of Philadelphia-Preston’s tornado or Smithville’s 

tornado can be used to test Alabama’s tornados (three tornados). 
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4.3 The Results of the Real Tornados 

The following are the results of recognizing real tornados generated by SLHGN. 
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The results from the above diagrams show that SLHGN produces a steady incremen-

tal slope which means that a tornado is about to occur. Although the weather data is not 

complete, the slope clearly shows the tendency of a tornado. Of all the diagrams, the 

best one is produced by the three-bit data. 

The following are the results for recognizing NON tornado generated by SLHGN. 
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The results from the above diagrams show that SLHGN produces a non-steady in-

cremental slope which means that no tornado will occur. Again, the weather data is not 

complete, the slope can be analysed that the tendency suggests to no tornado. All the 

diagrams are produced by the three-bit data.  

Still, the results of recognizing both tornados and non-tornados are not yet at the 

best. Refinement of the analysis as well as the data handling is still required. 

5 Discussion 

As is the case with pattern recognition of alphabets, patterns are more or less different 

to one another. However, in time series measurement data patterns, which are con-

structed from the measured values of the sensors, data can be very similar to one an-

other. Therefore, data representation of measured values before data is fed to the archi-

tecture of SLHGN plays a big role in having very accurate results. So, the more tornado 

data can be gained, the more data can be used to find out which data can be used as the 

training data. The most challenging case with SLHGN is that the SLHGN can be trained 

one cycle only. The ideal data would be those taken from different cities and different 

countries. As SLHGN is trained one-cycle only, it is a challenge to choose which data 

is the right data for the training purpose. So for the decision to that challenge is the 

consolidated data from a number of tornados. 

6 Conclusion 

From the experiment results it is shown that SLHGN has the capability to recognize 

both tornado and non tornado patterns. For the tornado forecaster, we have presented 

results of up to 5D architecture. As already discussed in [22] and [13] there is no mod-

ification required if the architecture needs to be extended to bigger sizes of patterns. In 

the future this capability will be improved to the extent so, that multi oriented of mul-

tidimensional patterns will also be recognizable. At this stage it is also observed that 

SLHGN still use a single cycle memorization and recall operation. The scheme still 
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utilizes small response time (suitable for real-time) and it is insensitive to the increases 

in the number of stored patterns. 
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