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Abstract. The emergence of the IoT as an everyday fact raises the question how 
the IoT can be trusted. Considering that the IoT is pervasive to the level of being 
secretive, practically monopolistic and that human participation is often invol-
untary, it hardly satisfies the assumptions that associate the often researched 
types of trust relationships. In order to study trust in the IoT, alternative views 
on trust may be needed. This paper analyses the IoT as a representation of im-
perfect systems, i.e. systems that by architectural choices are unable to guaran-
tee predictably repeatable operations. This property may invalidate the meta-
phor of trusting technology that is constructed out of replicating human-to-hu-
man trust. This paper examines alternative views on trust that may better fit the 
specificity of the IoT and generally imperfect systems, adopted from psychol-
ogy, sociology or ergonomics. While no definitive approach is indicated, this 
paper serves as an overview of possible directions in trust research. 

Keywords: Internet of Things, IoT, trust models, trust metaphor, imperfect sys-
tems  

1 Introduction 

Internet of Things (IoT) is one of the current defining trends of the Internet, eventually 
linking billions of devices with cloud and fog computing into an infrastructure that will 
sense and control our environment. The vision of IoT assumes that it will be pervasive, 
invisible and monopolistic while our participation will be involuntary [4].  

As such, the question of trusting the IoT is of paramount importance. This paper 
argues that we are currently ill-prepared to answer this question. This is because the 
problem introduced by the rise of IoT correlates with the paradigm shift in computing, 
towards imperfect computing. That, in turn, should shift a discussion from assuring the 
trustworthiness of the system to discussing ways of trusting systems that are currently 
not considered fully trustworthy, in situations that are devoid of real choices. 

While the IoT is a prominent example of imperfect systems, it is not the only one. 
This paper starts with the introduction to imperfect computing, providing a brief sum-
mary of its common characteristics. Subsequently it analyses common assumptions 
about trust, mostly invalidated by the IoT. Next, it investigates some of the theories that 
may be applicable to explain situations of trust in the IoT. The paper concludes with 
some comments regarding suggested directions in research. 
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2 IoT as imperfect computing 

Imperfect computing, as the name suggests, happens when computing systems occa-
sionally provide incorrect or incomplete answer, not because of their fault or because 
they are intentionally made to do so, but because of the inherent architectural properties 
of those systems. Thus, imperfect computing cannot be made more perfect without sig-
nificant changes to its architecture.  

In a way, computing is experiencing what physics did in the last century: the transi-
tion from the Newtonian paradigm of deterministic repeatability and predictability to 
statistical approach that now permeates all fields of physics. In a similar manner, im-
perfect computing indicates the transition from the paradigm of deterministic outcome 
out of deterministic data to the uncertainty of it, which is not always statistical in its 
nature. 

While the notion of imperfect computing covers several techniques, following is a 
brief overview of select ones. 

Eventual consistency is a technical property shared by such diverse technologies as 
blockchain [27], NoSQL databases [14] and stream processing [16]. The state of the 
system is by design inconsistent, on assumption that eventually, under some conditions, 
it will converge to a consistent one. As the body of knowledge available to the system 
changes in time and is inconsistent between locations of the elements of the system, the 
response depends on both: time and place. 

Learning algorithms are a form of imperfection associated with machine learning 
classification systems [11]. It is a property of the learning algorithm that its internal 
state changes as the result of learning, in a way that is not explainable. Thus, the re-
sponse to to the same query may change in time, reflecting the learning process. 

Approximate computing [13,30] is a form of imperfect computing where determin-
istic algorithm produces imprecise results as precise output is not required while being 
computationally expensive or energy inefficient. Both hardware and software solutions 
are available, e.g. from the area of lossy compression where perceptual limitations set 
the limit to required perfection. 

The IoT is more than just an embodiment of some of those techniques. It provides a 
computational layer on top of the physical phenomena. As such, it faces the duality of 
imperfection: the one that comes from physics (mostly from the uncertainty of meas-
urements) and the one that comes from the selection of imperfect information technol-
ogies [33]. If 'normal' imperfect computing deals with certain data in an uncertain way, 
the IoT deals with uncertain data in an uncertain way. 

It does not invalidate the usefulness of the IoT. After all, an imperfect answer is quite 
often better than no answer at all. However, for the user conditioned to trust computers 
unconditionally in expectation for certain perfection, dealing with such dual imperfec-
tion may lead to doubt, and  distrust. 
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3 Trustworthiness, trust and the IoT 

The current approach to trust and trustworthiness, as discussed throughout literature 
(see e.g. [8] for an overview) tends to focus on the relationship between an enlightened 
trustor (the one who potentially trusts) and a trustee (the one that is hopefully trusted). 
The current approach can be characterised by the following assumptions, immediately 
contrasted with the properties of the IoT: 

• The trustor can identify the trustee. That is, trustees are somehow distinguishable 
from the environment, e.g. in a form of persons, corporations or web sites. In con-
trast, pervasive IoT is almost indistinguishable from the environment while vari-
ous subsystems and operators are also not distinguishable from each other. 

• The trustor can exercise his free will in choosing to trust one of the trustors, or not 
trusting anyone at all, with no or little discomfort to itself. For the pervasive IoT, 
the trustor has no choice but to trust or not to be able to proceed. 

• The trustor trusts willingly and cannot be coerced into trusting, as he subjects 
himself to being vulnerable to and dependent on the trustee without the ability to 
control them. Again, for the IoT the trustor is effectively coerced into trusting 
under the threat of discontinuation of vital services. 

• For each trustee it is possible to satisfactory determine the extent of its internal 
quality of trustworthiness. Trustworthiness of the IoT, being new, technically 
complex and not directly observable by users, is hardly a subject of easy determi-
nation of its trustworthiness. 

• The extent of trust that the rational trustor grants the trustee approximates the level 
of trustworthiness of this trustee. That, for the IoT, is not relevant, as it is neither 
distinguishable nor its trustworthiness can be determined. 

Being an imperfect system, the IoT has one more hurdle to overcome: algorithm aver-
sion [10]. This phenomenon describes the aversion to the use of algorithms that are 
known to be imperfect and favouring human decision-making even if algorithms lead 
to consistently better results. 

4 How to trust the IoT 

As the IoT is an imperfect system, it cannot become trustworthy (hence it cannot be 
started) using a current understanding of this construct, i.e. by applying the current 
thinking of the human-to-human relationship.  

However, the fact that current considerations are not applicable to the IoT does not 
preclude it from being trusted, and does not absolve the research from studying trust 
between people and imperfect systems.  

It requires, however, an alternative view on what it means to be trustworthy and what 
it means to trust imperfect systems. To this end, the remainder of this section is devoted 
to the discussion about alternative approaches that can help explain and facilitate re-
search in trust in the IoT, and in other imperfect systems. 
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4.1 Trusting machines 

There is a question whether the notion of trust between people can be applied to situa-
tions between people and machines, ie. whether the situation between people and the 
IoT can be discussed in terms of trust at all. In other words, whether humans use the 
same mechanism of trust for their human trustees as for the machines, specifically con-
sidering that humans have intentions while machines are devoid of them. 

There is ample evidence that this is indeed the case: people behave as if they trust 
machines, whether this is considered real trust or a cheap substitute of it. This section 
highlights only some of many research streams that touched upon this problem.  

Dennett [9] introduced a concept of three stances that the user can assume while 
exploring an artefact. The physical stance requires the artefact to be explorable on the 
physical level; the design stance require the artefact to be explainable through some 
simplifying mental models. For more complex systems, the intentional stance applies.  

The intentional stance relies on treating the computing system as a human, with all 
the implications of it. Thus, the user may assume that the system is intentional - has 
intentions, moods, desires, dislikes etc., and will try to develop the relationship with the 
system as if the human would have developed the relationship with another human. 

The intentional stance makes the perception of an imperfect system bearable for the 
human, but it makes trusting those systems more human too. Lessons learned from in-
terpersonal trust can be applicable to the relationship between the human and the im-
perfect system, while lessons learned from studying trust in computers may be less 
applicable. 

Ergonomics approached the problem of trusting machines from a more pragmatic 
angle: to what extent it is advisable to support the development of such trust in ma-
chines, knowing that they are in fact not intentional, as the 'as if intentional' behaviour 
can be easily traced to clever programming. The notion of an appropriate level of trust 
has been developed [20] (see also [8] for a similar consideration), where the main ob-
jective is not to encourage more trust than  is due. 

Following these lines of thoughts, trust can be considered as an explanation to some 
of the human behaviours while dealing with machines [32]. The emergence of animate 
software agents reinforced this role of trust [7]. Still, the problem of lack of actual in-
tentionality in machines remained. Some authors (e.g. [29]), stated that it is the inten-
tionality of the designer that modern technology exhibits, so that trusting machines is 
not a metaphor but an actual act of trust towards people and organisations, only con-
veyed through technical means.  

One of the differences that emerged here is the fact that trust between people is sup-
posed to be reciprocated [21,22]. That is, trust is not a one-way relationship between a 
trustor and a trustee, but a two-way trust-building exercise in mutual dependency and 
vulnerability. Currently, machines do not reciprocate, as IoT is not dependent on us 
while we are increasingly dependent on it. An interesting concept of device comfort 
[23] may alter this situation so that devices and systems may become partners in two-
way trust relationships. 
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4.2 Disconnect between trust and trustworthiness 

There is a trend in research as well as in the industry practices that focuses on trustwor-
thiness of information systems, in assumption that such trustworthiness warrants trust. 
For reference, in that context, trustworthiness is usually defined as an objectified, col-
lective statement regarding qualities of a trustee that may lead to trust. Such a statement 
is maintained by social interactions, e.g. in a form of a reputation. 

Trustworthiness of information systems has been the subject of several research pro-
jects (see e.g. http://www.optet.eu/, http://www.inter-trust.eu, http://www.trescca.eu) . 
Despite the multiplicity of definitions [2], the key element is relatively simple: a trust-
worthy system does what it is supposed to do. That is, a trustworthy system delivers 
predictable and stable functionality. 

This definition worked rather well for deterministic systems. Technical procedures 
such as trusted computing [28] made sure that computers never strayed from the set 
path, while security and reliability [3] made sure that the functionality of the system is 
resistant to both malicious and unintentional changes in its environment,. 

By the same definition, for imperfect systems the user neither knows nor can verify 
that the system does what it is supposed to do, thus rendering them untrustworthy. Ac-
tually, the user cannot even distinguish between an imperfect algorithm and a sinister 
attack [15].  

This calls for the relaxation of a popular assumption of "trust out of trustworthiness" 
being the only explanation for trusting. Fortunately, the relationship between trust and 
trustworthiness (often represented by reputation) is not straightforward, as exemplified 
by those two statements [17] being equally plausible: “I trust you because of your good 
reputation” and “I trust you despite your bad reputation”. 

While imperfect systems are not trustworthy in the traditional meaning of this word, 
the observation that there is no direct implication of trust out of trustworthiness can be 
beneficial. Indeed, as trust may be extended towards untrustworthy entities as well as 
towards trustworthy ones, there is more to trust than just attuning to the level of trust-
worthiness.  

4.3 Imperfect signalling systems 

Trust in imperfect machines (known here as imperfect signalling systems) has been a 
research subject for some time in ergonomics [6]. The primary interest came from the 
area of work automation, where the operator should be able to trust their monitoring / 
advisory systems despite knowing that their advice or monitoring is imperfect.  

Current study (see e.g. [18] for an overview) focuses on the impact that two catego-
ries of events (false alarms and misses) have on trust. While dealing with imperfections, 
trust may affect operator's strategies [1]. Experiments conducted in laboratory settings 
focus on operators' allocation of attention in high-load work environment where oper-
ators must split their attention between multiple concurrent tasks (e.g. [5]). 

Findings from those experiments vary, and to the author's knowledge, no established 
model to explain the relationship between trust and the workload or the level of relia-
bility emerged as yet. The theoretical model of trust in human-automation uses three 
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informational bases:  performance, process and purpose, where performance refers to 
what automation is doing, process reflects how automation operates, and purpose de-
scribes why automation is developed [19].  

For as long as the overall demand for operators' attention is bearable, operators tend 
to correctly calibrate their trust, i.e. they trust those systems that are more trustworthy 
(i.e. provide more consistently accurate information) [20]. Once the demand for atten-
tion (i.e. the workload) becomes excessive, trust is not calibrated correctly, resulting in 
the overall lower trust towards imperfect technology. 

However, some as yet unpublished works suggest that an increase in workload can 
actually increase trust, specifically if not trusting is the riskier strategy. This means that 
operators can exhibit trusting behaviour that does not reflect the reliability of the sig-
nalling system, but rather the precarious situation of the operator. 

There is an apparent similarity between imperfect signalling systems and imperfect 
systems in general, and IoT in particular. The ability to fail from time to time, in a way 
that is not easily explainable to the user is a defining characteristic for all those systems. 
The main difference lies in the fact that for imperfect signalling systems, the user is 
able to eventually determine when the system is not operating properly while for the 
IoT or any imperfect system it is not always attainable. 

4.4 Ontological security and basic trust 

While the construct of trust is inherited from human-to-human relationships, it is not 
the only relationship that can be called 'trust'. It may be therefore worth exploring dif-
ferent trusts that are definitely reported by human trustors yet directed towards the non-
human trustee. Amongst them, there is a concept of ontological security that leads to 
basic trust, known also as ontological trust or ontological security [12]. 

Ontological trust is a stable mental state derived from a sense of continuity of one's 
experience. It is - in a nutshell - an expectation that the world is predictable. It can be 
disturbed by the perception of chaos, uncertainty and unpredictability. If supported, 
ontological security allows for person's basic trust (i.e. disposition to trust) to develop.  

The interest in ontological security and basic trust is specific to psychological studies 
in early childhood (where it contributed to the sense of self-identity and building the 
disposition to trust in general [34]), learning contexts, but also to studies in international 
relationships [25], family stability and other areas.  

Giddens [12] states that ontological security allows for the attitude where a person 
accepts what cannot be controlled, within the limits of some variability of its behaviour, 
on the basis that it is a stable, anticipated behaviour. For example an unexpected sum-
mer rain does not undermine ontological security, as it is expected that such a rain may 
come, even if it is not known when. In contrast, an earthquake in a geologically quiet 
area shatters not only the buildings but also related basic trust. 

As IoT increasingly becomes an indistinguishable part of our environment, it would 
be worth considering whether IoT systems can be trusted 'as weather' rather than 'as 
devices'. That is, whether trust in the IoT would be better explained by basic trust out 
of ontological security than about the human-to-human trust. 
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To the author's knowledge there is no research in forms of ontological trust in tech-
nology. However, several trust models (e.g. [24, 31]) used in this area contain a com-
ponent that is similar to the basic trust: the propensity (or a disposition) to trust.  

4.5 Trust in abstract systems 

Abstract systems are a concept introduced by Giddens [12]. Abstract systems use visi-
ble symbols or tokens (prescription, credit card) to represent the outcome of work of an 
otherwise opaque system (medicine, financial system). The average person does not 
know how those opaque systems work, but they know how to deal with those tokens. 
Hence, the person is in a position where they have to trust expert systems that they do 
not understand, on the basis of tokens alone. Tokens, are often, in fact, symbols of trust 
or evidence on which trust is assumed. 

Note the precarious position of a user of such systems. Abstract systems are una-
voidable and pervasive. They are usually monopolistic or near-monopolistic in nature. 
They are complex and their operations are hard to grasp. They are not directly control-
lable and yet they are trusted, with occasional complaints.  

The parallel between the IoT and abstract systems is clearly visible, as the average 
person has no skills to comprehend their operation and is only exposed to some symbols 
of its operation (e.g. displays, end user devices, information). 

Abstract systems do a lot to stabilise our lives and for that reason they are usually 
trusted. It is not because of their inherent trustworthiness, nor for the choice that the 
user has, but because of their usefulness. They empower people to do things that could 
have been otherwise impossible, whether it is a new treatment or a payment in a shop.  

One may ask whether it is a genuine trust, but then how can one tell a difference 
between a person trusting e.g. banks 'genuinely' and trusting banks 'out of convenience 
or necessity'. The visible outcome of such trust will be approximately the same, while 
any decision may be post-rationalised by a person.  

4.6 Social systems and their theory 

One of the key features of the imperfect system is the radical departure from the notion 
of a single truth (or a single meaning). In it, there is a striking parallel between the way 
imperfect systems work and the way the social systems theory models the operation of 
a society. Considering that there is a lot of computational concepts that took inspiration 
from social behaviours, than this parallel is worth exploring. 

Social systems theory ([22], see also [26]) assumes that society is structured into 
systems that consist of communications. Systems can be very abstract (such as the legal 
system) or more specific (such as an organisation or even a particular single interac-
tion). Systems continuously grow by acquiring communications and by evolving their 
meanings.  

As a result, meanings that systems hold not only alter over time, but they can  also 
be local to various interactions - i.e. the reaction of a system may differ depending on 
time and place. For example, a legal system may come to different conclusions now 
than it did several years ago, and the conclusions may differ between countries. 
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Positioning imperfect system (specifically the IoT) as a technical analogue to the 
social system allows to define trust in the IoT in the same way as one social system can 
trust another one, that is to reduce its complexity. 

The challenge every social system face is not to be overwhelmed with the complexity 
it deals with. One of the possible solutions is to rely on other systems by trusting them. 
That is, the 'trustor' is exporting some of its complexity to the other system (the 'trus-
tee'), thus making itself dependent on its vagaries. Drawing from this, an analogy would 
be for people to export some of the decision-making complexity to the IoT and become 
dependent on imperfections of the technology and its decisions.  

Such trust does not require the trustee to have any particular properties of trustwor-
thiness, nor the trustor to have a choice of trustees. The trustor often has to trust some-
one, picking the best option it has, even if it is the only one.  

However, this analogy has limitations. Trust between social systems develops as a 
mutual one: both systems export some of their complexity to their counterparty and 
both become vulnerable. This situation does not translate easily into the relationship 
with the IoT, unless the (already mentioned) concept of device comfort [23] will be 
taken into consideration. 

5 Conclusions 

The IoT does not fit easily into the established way of thinking of trust in technology, 
that essentially mimics relationships between empowered humans. This leaves several 
questions open. Specifically, around the monopolistic position of the imperfect IoT that 
asks for revisiting the concept of trust. 

The author does not have a definitive solution how to approach human trust in the 
IoT. However, the author believes that there is more to trust than studying humans 
trusting humans, and that some of those alternative views better resonate with the po-
sition the IoT will take in the society. 

Therefore, instead of a solution, the overview of possible approaches is presented , 
derived from various research domains. This paper discussed the following approaches 
to trust that are applicable to IoT in particular and to trust in imperfect systems in gen-
eral.  

• Trust by replicating human-human trust (intentionality) 
• Trust out of trustworthiness (trustworthy information systems) 
• Trust because of reliability (imperfect signalling systems) 
• Trust in stability and predictability (ontological security and basic trust) 
• Trust out of necessity and usefulness (trust in abstract systems) 
• Trust by replicating social trust (between social systems) 
There is no single theory that can explain the whole relationship between people and 

the IoT, but each one will explain some of its elements. Collectively, those approaches 
provide sufficient substrate to draw from in order to develop a more relevant theory of 
trust.  

After all, there's more to trust than trustworthiness. 
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