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Abstract. The aim of collaborative intrusion detection networks
(CIDNs) is to provide better detection performance over a single IDS,
through allowing IDS nodes to exchange data or information with
each other. Nevertheless, CIDNs may be vulnerable to insider attacks,
and there is a great need for deploying appropriate trust management
schemes to protect CIDNs in practice. In this work, we advocate the
effectiveness of intrusion sensitivity-based trust management model and
describe an engineering way to automatically allocate the sensitivity val-
ues by using a support vector machine (SVM) classifier. To explore the
allocation performance, we compare our classifier with several traditional
supervised algorithms in the evaluation. We further investigate the per-
formance of our enhanced trust management scheme in a real network
environment under adversarial scenarios, and the experimental results
indicate that our approach can be more effective in detecting insider
attacks as compared with similar approaches.

Keywords: Collaborative intrusion detection · Intrusion sensitivity ·
Supervised learning · Trust management · Insider threat

1 Introduction

To protect various computer or network assets, intrusion detection systems
(IDSs) are one of the most commonly adopted solutions in practice [19]. As
intrusions are becoming more complicated, collaborative intrusion detection net-
works (CIDNs) are proposed to enhance the detection performance of a single
IDS [22,23]. A CIDN allows various IDS nodes to exchange data and learn with
each other.

However, CIDNs may be vulnerable to insider attacks due to the distributed
architecture, in which an intruder can control an internal node within the net-
work. For instance, if an attack successfully hijack one internal node, then more
attacks can be launched via this compromised node. Insider threat can greatly
c© Springer Nature Switzerland AG 2019
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degrade the security of collaborative systems and networks. Therefore, it is very
important to design appropriate trust management schemes to help safeguard
CIDNs.

Motivations. In real scenarios, it is found that IDS nodes may have different
detection capability regarding one particular attack. This may be caused by dif-
ferent configuration and settings, i.e., one node has more detection rules than
the other. In the previous work [8], the authors defined a term called intrusion
sensitivity to describe the capability of identifying specific attacks. The use of
intrusion sensitivity is expected to enhance the detection performance by high-
lighting the impact of expert nodes. To the best of our knowledge, there are few
studies focusing on exploring the influence of intrusion sensitivity in practice.
In [10], their results indicated that the application of intrusion sensitivity can
provide more efficient detection of pollution attacks. However, how to assign the
sensitivity values in an automatic way still remains a challenging issue.

Contributions. Previous work [11] showed that using supervised learning algo-
rithms is a good way to help intelligently allocate the sensitivity values, while it
requires at least 60 labeled alarms to achieve good accuracy. Motivated by this
observation, in this article, we target on this challenge and enhance the intru-
sion sensitivity-based trust management scheme by leveraging a support vector
machine (SVM) classifier to reduce the required labeled alarms for allocating
sensitivity values. Further, we provide an engineering way of allocating the sen-
sitivity based on SVM in a real scenario. The contributions can be summarized
as follows.

– We improve the intrusion sensitivity-based trust management scheme in [11]
by using a support vector machine (SVM) classifier to allocate sensitivity
values. Our experimental results indicate that our approach can reduce the
required number of labeled alarms, as compared with several traditional algo-
rithms like decision tree and KNN.

– We introduce an engineering way of implementing both the allocation of sensi-
tivity values and the derivation of satisfaction level for the received feedback
for CIDNs. In practice, expert knowledge is very helpful and important to
ensure the quality of allocation.

– We collaborate with an IT organization and evaluate the performance of our
enhanced trust management scheme in a real network environment under
adversarial scenarios, like newcomer and betrayal attack. Our experimental
results indicate that our approach can achieve better performance in identi-
fying untruthful insider nodes as compared with similar approaches.

The reminder of this article is structured as follows. We review related studies
on distributed and collaborative intrusion detection in Sect. 2. Section 3 intro-
duces the basic architecture of intrusion sensitivity-based trust management
scheme for CIDNs, and presents an engineering way of allocating sensitivity
values using the SVM classifier. In Sect. 4, we present and analyze evaluation
results. Section 5 concludes our work.
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2 Related Work

Distributed or collaborative intrusion detection schemes are usually vulnerable
to insider attacks (or internal attacks). To construct an effective trust manage-
ment scheme is a necessary and important solution. For this purpose, some trust
management models have been designed in the literature. An Overlay IDS was
proposed by Duma et al. [3], aiming to defend distributed intrusion detection
against insider attacks. The major limitation is that it could not be effective
in detecting malicious nodes that have good reputation before in a fast man-
ner. This is because all nodes have the same impact regardless of the behavior
changes.

Fung et al. [4] then introduced a kind of challenge-based CIDN, which the rep-
utation was measured by identifying the satisfaction levels between the received
feedback and the expected answers. They also enhanced the detection using a
forgetting factor, which highlights the recent behavior of a node. Then, Dirichlet-
based trust model [5] was proposed to help improve the trust evaluation and the
balance between detection and false rates. Several other related studies on col-
laborative intrusion detection can be referred to [2,6,7,14,16,20,22].

Discussion. CIDNs have been gradually adopted by many organizations, but
it is very important to protect the security of these mechanisms against insider
threat. Most existing research provided many approaches to improve the detec-
tion like [6], whereas they did not consider different detection capability of IDS
nodes in practice.

In the previous work [8], the authors firstly defined a notion of intrusion sen-
sitivity by noticing the different levels of detection sensitivity among IDS nodes.
This term aims to help enhance the trust computation and alarm aggregation
by highlighting the influence of expert nodes, those who have stronger detec-
tion accuracy regarding certain attacks. However, allocating the value manually
is time-consuming and error-prone with the increasing size of nodes. How to
automatically allocate the values remains a challenging issue.

For this issue, relevant work [11] had shown that supervised learning can help
allocate sensitivity values in an automatic way. Motivated by this observation,
in this work, we target on this issue and enhance the intrusion sensitivity-based
trust management model by using an SVM classifier. This classifier can achieve
the same accuracy by reducing the required labeled alarms. We also provide an
engineering way of implementing the value allocation and investigate the per-
formance in a real network environment. Our experimental results demonstrate
that our approach can help defend CIDNs against insider attacks more effectively
than similar approaches.

3 Intrusion Sensitivity-Based Trust Management Model
for CIDNs

This section introduces the basic architecture of CIDNs like components and
interaction, and then describe how to use the SVM classifier to allocate sensi-
tivity values for IDS nodes.
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Fig. 1. The CIDN architecture including exchanged messages and major components.

3.1 CIDN Architecture

Figure 1 depicts the architecture of CIDNs like exchanged messages and major
components, i.e., trust management component, query component, collaboration
component and communication component.

Node Registration. Such kind of CIDN allows each node selecting its partner
nodes based on its own rules or policies, and recording them in a list. If a node
wants to join, the first step is to obtain an identity from a certificate authority
(CA). As shown in Fig. 1, a new node D should deliver a joining request to CIDN
nodes, say node A. Based on the predefined policies, node A can make a decision
whether to accept node D or not.

Trust Management Component. The main task of this component is to
manage trust computation. In this work, we adopted the feedback-based trust
(or challenge-based trust) [4], in which the reputation is measured by identifying
the satisfaction level regarding the received feedback.

Collaboration Component. This component handles the communication
among different nodes. There are three types of messages can be used in a
challenge-based CIDN, such as normal requests, challenges and feedback. More
details can refer to previous work [11].

Query Component. This component is used to measure the intrusion sensitiv-
ity of other nodes. A query containing a set of alarms can be sent to the target
node. Based on the feedback, it can decide the sensitivity level accordingly.

Communication Component. This component mainly handles the connection
with other nodes, i.e., building and maintaining a P2P connection among IDS
nodes.

3.2 Trust Computation and Evaluation

To measure the reputation of an IDS node, a challenge can be sent to the target
node periodically via a random generation process (i.e., the time of sending is
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random). To facilitate the comparison with similar approaches, in this work, we
adopt and update the trust computation based on relevant studies [4,11], as
below.

T i,j
value = ws

∑n
k=0 F j

kλtk

∑n
k=0 λtk

(1)

where F j
k ∈ [0, 1] represents the satisfaction level for the received feedback k, n

means the total amount of received feedback, λ represents a forgetting factor that
highlights more weight to the recent response and behavior, ws is a significant
value, which can be varied based on the total amount of received feedback.
That is, if the number of received feedback is smaller than a value m, then
ws =

∑n
k=0 λtk

m ; otherwise we set ws to 1.
Then, we adopt the following weighted majority approach to derive the rep-

utation of a node j.

Tj =

∑
T≥r T i,j
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j
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i
s

∑
T≥r T i,j

valueD
j
i

(2)

where T i,j
value(∈ [0, 1]) means the reputation level of node i according to node

j, Dj
i (∈ [0, 1]) indicates the relationship between these two nodes and the in-

between hops, r represents a threshold to filter those nodes whose reputation is
smaller than the threshold, Ii

s(∈ [0, 1]) indicates the value of intrusion sensitivity
of node i.

3.3 Intrusion Sensitivity Allocation in an Engineering Way

Traditionally, research studies often measure the detection capability among
various nodes using a normal distribution, but it cannot reflect the real-world
applications [4,5]. We advocate that intrusion sensitivity provides a metric to
evaluate the detection capability of an IDS node in practice.

In the above CIDN architecture, sensitivity values can be derived by sending
queries to other nodes. However, as human efforts are error-prone and expensive,
it is still a big challenge on how to allocate the values in an intelligent and
automatic way [8].

Focused on this challenge, in this work, we advocate the use of supervised
learning to help allocate the values based on expert knowledge in [11], while
we propose to use a multi-class support vector machine (SVM) classifier [12]
to enhance the allocation performance. The merits of using such classifier are
shown below [1]:

– SVM provides flexibility in selecting the form of the threshold, which does not
need to be linear and even not require the same functional form for each data
item. This is because its function can operate locally and be non-parametric.

– SVM is robust especially for a small amount of data items. There is no
assumption needed about the functional form of the transformation, i.e.,
human expertise judgement beforehand is not needed.
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Fig. 2. The allocation of sensitivity values using SVM classifier in an engineering way.

– SVM can provide a unique and robust solution, i.e., a good out-of-sample
generalization. In other words, SVM can be still robust even under biased
training samples as long as selecting an appropriate generalization grade.

Similar to the previous studies [11], in this work, we also invited three security
experts (with more than six years’ experience) from the participating organiza-
tions (in our evaluation) to help label some alarm items. Figure 2 shows how to
allocate the sensitivity values using the SVM classifier and expert knowledge in
an engineering way.

4 Evaluation

4.1 Classifier Performance

In this part, we compare the performance of SVM with three commonly used
supervised classifiers in allocating the values of intrusion sensitivity, including k-
nearest neighbors (KNN), back-propagation neural networks (BPNN) and deci-
sion tree (DT).

– KNN. This is a kind of instance-based learning, which can classify new
instances based on the similarity to the known items. The detailed steps
can refer to the previous work [11].

– BPNN. This classifier is a kind of supervised classifier that can minimize the
error by adjusting the weight values via the process of back propagation. We
use the typical BPNN developed in [15], which has three layers like input,
output and hidden layer.

– DT. This is a popular classifier that can generate a model to predict the label
of an item by using a tree-like structure. In the comparison, we employ the
algorithm developed in [24].

In this comparison, similar to [11], we investigate different alarm numbers in
training like 30, 40, 50 and 60 alarms. We define intrusion sensitivity (Ii

s) to be
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ten levels such as expert (1.0), excellent (0.9), very high (0.8), high (0.7), good
(0.6), neural (0.5), not good (0.4), low (0.3), very low (0.2), and bad (0.1). In the
evaluation, we mainly considered Snort, which is an open-source signature-based
IDS [18,21]. Its alarm has three priority levels: high, medium and low.

In particular, we collected 300 labeled alarms that were labeled by security
experts. In the phase of training, each classifier was trained with a set of labeled
alarms. The process is similar to [11], we trained the classifier with 60 alarms
(randomly selected from the database) for labeling 30 new alarms, while we
trained the classifier with 120 alarms (randomly selected from the database) for
labeling 60 new alarms. We repeated this experiment for ten times (via cross-
validation) to avoid some bias. Figures 3 and 4 shows the classification accuracy
and time consumption, respectively. The main observations are discussed below:

– Classification accuracy. It is found that SVM could reach better classification
accuracy than other three classifiers, i.e., it can achieve an accuracy rate
of 0.941, 0.961, and 0.966 for 40, 50, and 60 alarms, respectively. In the
comparison, our SVM classifier can achieve the same accuracy by reducing
the required labeled alarms in the training phase, i.e., SVM can achieve the
accuracy of above 0.96 for 50 alarms, while KNN [11] requires 60 alarms for
reaching the same accuracy.

– Time consumption. Intuitively, inputting more alarms would require more
time consumption in both training and classification. It is visible that KNN
could normally reach the smallest time consumption among all classifiers,
whereas the time consumption of SVM is very close to KNN. There is no
significant difference between KNN and SVM.

Our results demonstrate that SVM can achieve the best detection accuracy
among all classifiers, and can make a good balance between accuracy and time
consumption. It is worth noting that SVM can help reduce the required number
of labeled alarms as compared with the results in previous work [11].
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Table 1. Some parameter settings in the evaluation.

Parameters Value Description

μ1 15/day Arrival rate for challenges

μ2 5/day Arrival rate for queries

λ 0.9 Forgetting factor

r 0.8 Trust threshold

Tdir,initial 0.5 Trust value for newcomers

m 10 Lower limit of received feedback

k1 5 Satisfaction levels

k2 10 Intrusion sensitivity levels

4.2 Evaluation in a Practical Environment

It is found that most existing trust management models have not been studied
in a real network. In this part, we therefore aim to evaluate our enhanced trust
management scheme in a practical CIDN environment by collaborating with an
IT organization.

There are up to 71 nodes in this CIDN environment, and our trust manage-
ment model was implemented with the help of security administrators from the
participating organization due to privacy concerns. In this evaluation, we mainly
consider two typical insider attacks like newcomer attack and betrayal attacks,
as compared with the performance of DSOM trust model [3] and challenge-based
trust model [4]. These two are the most relevant approaches to our work. We
adopted the same satisfaction mapping method in [11].

To facilitate the comparison, similar to [11], we adopt that each challenge is
comprised of 5 alarms (c = 5) and each query contains 50 alarms (q = 50). Some
parameters are summarized in Table 1.

Defending Against Newcomer Attack and Betrayal Attack. The type
of attack (also called re-entry attack) indicates a situation where a malicious
node tries to register as a new user to erase its bad record. By contrast, betrayal
attack is a major type of insider attacks, in which a trusted node (with high
reputation) turns into a malicious node, i.e., behaving harmfully to the network.
In this part, we investigate the performance of our trust management model
against both newcomer and betrayal attack.

In practice, cyber-criminals often launch a newcomer attack to leverage the
reputation, and then conduct a betrayal attack when the node obtains high repu-
tation. After the trust values become stable in the network, we randomly selected
5 nodes in collaboration with security administrators, to conduct a betrayal
attack from the 51st day, by sending malicious packets and false alarm rankings.
The results of nodes’ reputation under different trust models are shown in Fig. 5
and Fig. 6, respectively. We discuss the main observations as below.



Evaluating Intrusion Sensitivity Allocation with SVM 461

10 20 30 40 50

0.5

0.6

0.7

0.8

0.9

1.0
Tr

us
t V

al
ue

Day

Trust Model of DSOM
Trust Model of challenge-based
Our Approach

Fig. 5. The trust value of newcomers
under different trust models.

50 55 60 65 70 75 80

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Tr
us

t V
al

ue

Day

Trust Model of DSOM
Trust Model of challenge-based
Our Approach

Fig. 6. The trust value of malicious
nodes under betrayal attack.

– In our network settings, new nodes can become trusted only by increasing
its trust values above the threshold of 0.8 (see Table 1); otherwise, it cannot
affect the trust evaluation and alarm aggregation process. According to Fig. 5,
it is found that the nodes under DSOM and challenge-based trust model could
increase their reputation faster than our approach, i.e., our approach requires
4 days and 8 days more in comparison with challenge-based and DSOM model,
respectively. This indicates that our approach is relatively less vulnerable to
newcomer attack.

– Under betrayal attack, when a node becomes malicious, Fig. 6 shows the trust
values under different trust models. It is visible that challenge-based trust
model could outperform DSOM model by decreasing the trust value of mali-
cious nodes faster. This is because challenge-based approach employed a for-
getting factor. In comparison, our approach could reduce malicious nodes’
reputation faster than the other two approaches. This is mainly because
our approach applies intrusion sensitivity to emphasize the impact of expert
nodes.

Overall, the results demonstrate that our trust management scheme can out-
perform the other two similar approaches by decreasing the trust values of mali-
cious nodes faster. The main reason is that our approach applies intrusion sen-
sitivity to highlight the impact of expert nodes. In this case, our approach is
more sensitive to malicious behavior and more robust against insider attacks
like betrayal attack. Our observation is also confirmed by the security adminis-
trators from the participating organization after repeating the experiments five
times.

5 Conclusion

In this work, we advocate the effectiveness of sensitivity-based trust management
model and develop an engineering way to automatically allocate the sensitivity
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values by using a support vector machine (SVM) classifier. In the evaluation,
we compare the SVM classifier with three typical supervised classifiers in value
allocation, and found that SVM can provide better accuracy and make a bet-
ter balance between accuracy and time consumption than other classifiers. We
further investigate our trust management model in a real network environment
by collaborating with an IT organization. Our results demonstrate that our
model can reach better detection performance than similar approaches under
both newcomer and betrayal attack, by reducing the trust values of malicious
nodes faster.
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Foundation of China (No. 61802077).
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