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Belief Expansion in Subset Models
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Abstract

Subset models provide a new semantics for justifcation logic. The
main idea of subset models is that evidence terms are interpreted as sets
of possible worlds. A term then justifies a formula if that formula is true
in each world of the interpretation of the term.

In this paper, we introduce a belief expansion operator for subset mod-
els. We study the main properties of the resulting logic as well as the
differences to a previous (symbolic) approach to belief expansion in justi-
fication logic.

1 Introduction

Justification logic is a variant of modal logic where the (J-modality is replaced
with a familiy of so-called evidence terms, i.e. instead of formulas (JF, jus-
tification logic features formulas of the form ¢ : F' meaning F' is known for
reason t [7, [8 [19].

The first justification logic, the Logic of Proofs, has been developed by Arte-
mov [II, 2] in order to provide intuitionistic logic with a classical provability
semantics. Thus evidence terms represent proofs in a formal system like Peano
arithmetic. By proof we mean a Hilbert-style proof, that is a sequence of for-
mulas

... F, (1)

where each formula is either an axiom or follows by a rule application from
formulas that occur earlier in the sequence. A justification formula ¢ : F' holds
in this arithmetical semantics if F' occurs in the proof represented by ¢. Observe
that F' need not be the last formula in the sequence (), but can be any formula
F; in it, i.e. we think of proofs as multi-conclusion proofs [2], [18].

After the Logic of Proofs has been introduced, it was observed that terms
can not only represent mathematical proofs but evidence in general. Using this
interpretation, justification logic provides a versatile framework for epistemic
logic [3, 4, [, [IT], 13, [15]. In order to obtain a semantics of evidence terms that
fits this general reading, one has to ignore the order of the sequence (). That
is evidence terms are interpreted simply as sets of formulas.

This is anticipated in both Mkrtychev models [22] as well as Fitting mod-
els [I4]. The former are used to obtain a decision procedure for justification
logic where one of the main steps is to keep track of which (set of) formulas
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a term justifies, see, e.g., [19, 24]. The latter provide first epistemic models
for justification logic where each possible world is equipped with an evidence
function that specifies which terms serve as possible evidence for which (set of)
formulas in that world.

Artemov [5] conceptually addresses the problem of the logical type of jus-
tifications. He claims that in the logical setting, justifications are naturally
interpreted as sets of formulas. He introduces so-called modular models, which
are based on the basic interpretation of justifications as sets of propositions and
the convenience assumption of

justification yields belief. (JYB)

That means if a term justifies a formula (i.e., the formula belongs to the inter-
pretation of the term), then that formula is believed (i.e., true in all accessible
possible worlds) [16]. Note that (IYB)) has been dropped again in more recent
versions of modular models [g].

So let us consider models for justification logic that interpret terms as sets
of formulas. A belief change operator on such a model will operate by chang-
ing those sets of formulas (or introducing new sets, etc.). Dynamic epistemic
justification logics have been studied, e.g., in [12 3] 17, 23]. Kuznets and
Studer [I7], in particular, introduce a justification logic with an operation for
belief expansion. Their system satisfies a Ramsey principle as well as minimal
change. In fact, their system meets all AGM postulates for belief expansion.

In their model, the belief expansion operation is monotone: belief sets can
only get larger, i.e.,

belief expansion always only adds new beliefs. (2)

This is fine for first-order beliefs. Indeed, one of the AGM postulates for expan-
sion requires that beliefs are persistent. However, as we will argue later, this
behavior is problematic for higher-order beliefs.

In this paper, we present an alternative approach that behaves better with
respect to higher-order beliefs. It uses subset models for justification logics.
This is a recently introduced semantics [20, 21] that interprets terms not as sets
of formulas but as sets of possible worlds. There, a formula ¢t : A is true if
the interpretation of ¢ is a subset of the truth-set of A, i.e., A is true in each
world of the interpretation of ¢. Intuitively, we can read ¢ : A as A is believed
and t justifies this belief. Subset models lead to new operations on terms (like
intersection). Moreover, they provide a natural framework for probabilistic
evidence (since the interpretation of a term is a set of possible worlds, we can
easily measure it). Hence they support aggregation of probabilistic evidence [0,
20]. They also naturally contain non-normal worlds and support paraconsistent
reasoning.

It is the aim of this paper to equip subset models with an operation for belief
expansion similar to [I7]. The main idea is to introduce justification terms up(A)
such that after a belief expansion with A, we have that A is believed and up(A)
(representing the expansion operation on the level of terms) justifies this belief.



Semantically, the expansion A is dealt with by intersecting the interpretation
of up(A) with the truth-set of A. This provides a better approach to belief
expansion than [I7] as () will hold for first-order beliefs but it will fail in
general.

The paper is organized as follows. In the next section we introduce the
language and a deductive system for JUS, a justification logic with belief expan-
sion and subset models. Then we present its semantics and establish soundness
of JUS. Section [ is concerned with persistence properties of first-order and
higher-order beliefs. Further we prove a Ramsey property for JUS. Finally, we
conclude the paper and mention some further work.
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2 Syntax

Given a set of countably many constants ¢;, countably many variables z;, and
countably many atomic propositions P;, terms and formulas of the language of
JUS are defined as follows:

e Evidence terms

— Every constant ¢; and every variable x; is an atomic term. If A is a
formula, then up(A) is an atomic term. Every atomic term is a term.

— If s and ¢ are terms and A is a formula, then s -4 t is a term.
e Formulas

— Every atomic proposition P; is a formula.

— If A, B, C are formulas, and ¢ is a term, then -4, A — B, t: A and
[C]A are formulas.

The annotation of the application operator may seem a bit odd at first.
However, it is often used in dynamic epistemic justification logics, see, e.g. [17]
23).

The set of atomic terms is denoted by ATm, the set of all terms is denoted
by Tm. The set of atomic propositions is denoted by Prop and the set of all
formulas is denoted by Ljys. We define the remaining classical connectives, L,
A, V, and <>, as usual making use of the law of double negation and de Morgan’s
laws.

The intended meaning of the justification term up(A) is that after an update
with A, this act of updating serves as justification to believe A. Consequently,
the justification term up(A) has no specific meaning before the update with A
happens.



Definition 1 (Set of Atomic Subterms). The set of atomic subterms of a term
or formula is inductively defined as follows:

e atm(t) := {t} if ¢t is a constant or a variable
up(C)) = {up(C)} Uatm(C)
$-4t):=atm(s) Uatm(¢) Uatm(A)

e atm
e atm
e atm(P):=0 for P € Prop
e atm(—A) := atm(A)

e atm
e atm(t: A) := atm(t) U atm(A)

e atm([C]A) := atm(A) U atm(C).

Definition 2. We call a formula A up-independent if for each subformula [C]B
of A we have that up(C) ¢ atm(B).

Using Definition [I we can control that updates and justifications are in-
dependent. This is of importance to distinguish cases where updates change
the meaning of justifications and corresponding formulas from cases where the
update does not affect the meaning of a formula.

We will use the following notation: 7 denotes a finite sequence of formulas
and e denotes the empty sequence. Given a sequence 7 = C4,...C, and a
formula A, the formula [7]A is defined by

[TJA=[C1]...[Ch]Aifn >0 and []A:=A.

The logic JUS has the following axioms and rules where 7 is a finite (possibly
empty) sequence of formulas:

1. [r]A for all propositional tautologies A (Taut)
2. [r]J¢t:(A—=>B)As: A+ t-gas:B) (App)
3. [7)([C]A <+ A) if [C]A is up-independent (Indep)
4. [7)([C]-A «+ —[C]A) (Funct)
5. [TI([C]|(A — B) + ([C]A — [C]B)) (Norm)
6. [r][AJup(A): A (Up)
7. [ml(up(A4) : B — [AJup(A) : B) (Pers)

A constant specification CS for JUS is any subset

CS C{(e, [m]er i [m)eate.. t [ma)en t A) |
n >0, ¢cc,...,c, are constants,
Ty,...,Tn are sequences of formulas,

A is an axiom of JUS}



JUScs denotes the logic JUS with the constant specification CS. The rules
of JUScs are Modus Ponens and Axiom Necessitation:

Before establishing some basic properties of JUScs, let us briefly discuss its
axioms. The direction from left to right in axiom (App) provides an internal-
ization of modus ponens. Because of the annotated application operator, we
also have the other direction, which is a minimality condition. It states that a
justification represented by a complex term can only come from an application
of modus ponens.

Axiom (Indep) roughly states that an update with a formula C can only
affect the truth of formulas that contain certain update terms.

Axiom (Funct) formalizes that updates are functional, i.e. the result of an
update is uniquely determined.

Axiom (Norm), together with Lemma [4] states that [C] is a normal modal
operator for each formula C'.

Axiom (Up) states that after a belief expansion with A, the formula A is
indeed believed and up(A) justifies that belief.

Axiom (Pers) is a simple persistency property of update terms.

Definition 3. A constant specification CS is called azxiomatically appropriate
if
1. for each axiom A, there is a constant ¢ with (¢, A) € CS and

2. for any formula A and any constant ¢, if (¢, A) € CS, then for each sequence
of formulas 7 there exists a constant d with

(d,[r]c: A) € CS.

The first clause in the previous definition is the usual condition for an ax-
iomatically appropriate constant specification (when the language includes the
l-operation). Here we also need the second clause in order to have the following
two lemmas, which establish that necessitation is admissible in JUScs. Both are
proved by induction on the length of derivations.

Lemma 4. Let CS be an arbitrary constant specification. For all formulas A
and C we have that if A is provable in JUScs, then [C]A is provable in JUScs.

Lemma 5 (Constructive Necessitation). Let CS be an aziomatically appri-
opriate constant specification. For all formulas A we have that if A is provable
in JUScs, then there exists a term t such that t : A is provable in JUScs.

We will also need the following auxiliary lemma.

Lemma 6. Let CS be an arbitrary constant specification. For all terms s,t and
all formulas A, B, C, JUScs proves:

[Clt: (A= B)A[C]s: A < [Clt-as:B



3 Semantics

Now we are going to introduce subset models for the logic JUScs. In order to
define a valuation function on these models, we will need the following measure
for the length of formulas.

Definition 7 (Length). The length of a term or formula is inductively defined

by:
Lt):=1ift € ATm U(s-at):=4L(s)+L(t)+L(A)+1
(P):=1if P € Prop (A — B):=(0(A)+{B)+1
0(—A):=L(A)+1 0t A):=L()+£(A)+1
(([B]A) :=£(B) + £(A) +

Definition 8 (Subset Model). We define a subset model
M = (VV7 WOuvla‘/OaE)
for JUS by:

e W is a set of objects called worlds.

Wo CW, Wy # 0.

V1 : (W\Wg) X LJUS —){0,1}

Vo : Wo x Prop — {0,1}.

e £:W x Tm — P(W) such that for w € Wy and all A € Lyys:
E(w,s-4t) C E(w,s) N E(w,t) N Wyp,

where W p is the set of all deductively closed worlds, formally given by

Wap :=WoU W]bp where
Wip i={weW\ W |
VA,B € Lyys (Vi(w,A) =1 and Vi (w,A — B) =1)
implies Vi (w, B) = 1)}.

We call Wy the set of normal worlds. The worlds in W\ Wy are called non-
normal worlds. Wy, p denotes the set of worlds where the valuation function
(see the following definition) is closed under modus ponens.

In normal worlds, the laws of classical logic hold, whereas non-normal worlds
may behave arbitrarily. In a non-normal world we may have that both P and
=P hold or we may have that neither P nor =P holds. We need non-normal
worlds to take care of the hyperintensional aspects of justification logic. In
particular, we must be able to model that constants do not justify all axioms.



In normal worlds, all axioms hold. Thus we need non-normal worlds to make
axioms false.

Let M = (W, Wy, V1, Vy, E) be a subset model. We define the valuation func-
tion Vi for M and the updated model MC for any formula C' simultaneously.
For Vi, we often drop the subscript M if it is clear from the context.

We define V : W x Lyys — {0,1} as follows by induction on the length of
formulas:

1. Case w € W\ Wy. We set V(w, F) =V (w, F);
2. Case w € Wy. We define V inductively by:

V(w, P) := Vh(w, P) for P € Prop;

(w,it: F):=1iff B(w,t) C{veW | V(w,F) =1} for t € ATm;
Viw,spr:G) =1t V(w,s: (F—=>G))=1and V(w,r: F)=1
(
(

)V

)

d) V(w,-F)=1iff V(w, F) = 0;
)

)

Vi, F=-G)=1iff V(w,F)=0o0r V(w,G) = 1;

V(w, [C]F) =1 iff Ve (w, F) = 1 where Ve is the valuation func-
tion for the updated model MC.

The following notation for the truth set of F' will be convenient:
([Fllpm = {ve W [ Vam(v, F) =1}
The updated model M = (WMC,WOMC, VlMC, VOMC,EMC) is given by:
wM =W WM =, VM = VM =1,
and

c ) e EM(w, ) N[[Cl]pme  if w € Wy and t = up(O)
| EM(w,t) otherwise
The valuation function for complex terms is well-defined.

Lemma 9. For a subset model M with a worldw € Wy, s,t € Tm, A, B € Lyys,
we find that

V(w,s-4t:B)=1 implies E(w,s-at)C [[B]lm-
Proof. The proof is by induction on the structure of s and ¢:

e base case s,t € ATm:
Suppose V(w, s-4t: B) = 1. Case 2c of the definition of V' in Definition §
for normal worlds yields that

V(w,s: (A— B))=1and V(w,t: A) = 1.



With case 2b from the same definition we obtain
E(w,s) C [[A - Bllx and E(w, ) C [[Allu.
Furthermore the definition of E for normal worlds guarantees that
E(w,s-4t) C E(w,s) N E(w,t) N Wyp.

So for each v € E(w,s -4 t) there is V(v,A — B) = 1 and V(v,A) =1
and v € Wyp and hence either by the definition of W3, or by case 2e
of the definition of V' in normal worlds there is V' (v, B) = 1. Therefore
E(w,s-at) C [[B]]m-

e s,t € Tm but at least one of them is not atomic: w.l.o.g. suppose s =
r-c q. Suppose V(w,s-4t: B) =1 then V(w,s : (A — B)) = 1 and
V(w,t: A)=1. Since s =7 ¢ q and w € Wy we obtain

Viw,r:(C—=(A—=DB))=1land V(w,q:C) =1
and by L.LH. that
E(w,r) € [[C = (A= B)llm and E(w,q) C [[C]]m-
With the same reasoning as in the base case we obtain
B(w,s) = E(w,rc q) C [[A— Bllm.

If t is neither atomic, the argumentation works analoguously and since we
have then shown both E(w,s) C [[A — B]jm and E(w,t) C [[A]]m, the
conclusion is the same as in the base case. O

Remark 10. The opposite direction to Lemma[d need not hold. Consider a
model M and a formula s -4t : B with atomic terms s and t such that

Vm(w,s-at:B)=1

and thus also E(w,s-at) C [[B]]m. Now consider a model M’ which is defined
like M except that

E'(w,s):=E(w,t) and E'(w,t):=E(w,s).
We observe the following:
1. We have E'(w,s-4t) = E(w,s-4t) as the condition
E'(w,s-4t) C E'(w,s)NE (w,t) N Wyp
still holds since intersection of sets is commutative. Therefore
E'(w,s-at) C[[B]lm

holds.



2. However, it need not be the case that
E'(w,5) C [[A = Blla and E'(,) < [[A]]ar-

Therefore Vi (w,s : (A — B)) =1 and Vap (w,t : A) = 1 need not hold
and thus also Vay (w,s-4t: B) =1 need not be the case anymore.

Definition 11 (CS-Model). Let CS be a constant specification. A subset model
M = (W, Wy, V1, Vo, E) is called a CS-subset model or a subset model for JUScs
if for all w € Wy and for all (¢, A) € CS we have

E(w,c) € [[A]]m-
We observe that updates respect CS-subset models.

Lemma 12. Let CS be an arbitrary constant specification and let M be a CS-
subset model. We find that M€ is a CS-subset model for any formula C.

4 Soundness
Definition 13 (Truth in Subset Models). Let
M = (W, Wo, V1, Vo, E)
be a subset model, w € W, and F € Ljys. We define the relation IF as follows:
Mwlk Fiff Vy(w, F)=1.

Theorem 14 (Soundness). Let CS be an arbitrary constant specification. Let
M = (W, Wy, V1, Vo, E) be a CS-subset model and w € Wy. For each formula
F € Lyjys we have that

JUScs B F implies M,w - F.

Proof. As usual by induction on the length of the derivation of F'. We only
show the case where F is an instance of axiom (Indep).
By induction on [C]A we show that for all w

MC wlFA iff Mwl A

We distinguish the following cases.
1. A is an atomic proposition. Trivial.
2. Ais -B. By L.LH.
3. Ais B— D. By LH.

4. Ais t: B. Subinduction on t:



(a) t is a variable or a constant. Easy using I.H. for B.

(b) tis a term up(D). By assumption, we have that C' # D. Hence this
case is similar to the previous case.

(c) tisaterm r-ps. We know that ¢t : B is equivalent to
r:(D— B)As:D.
Using [.H. twice, we find that
MC wiFr:(D—=B) and M% wlFs:D
if and only if
Mwlkr:(D—B) and M,wls:D.
Now the claim follows immediately.

5. A is [D]B. Making use of the fact that A is up-independent, this case also
follows using I.H. O

5 Basic Properties

We first show that first-order beliefs are persistent in JUS. Let F' be a formula
that does not contain any justification operator. We have that if ¢ is a justifica-
tion for F, then, after any update, this will still be the case. Formally, we have
the following lemma.

Lemma 15. For any term t and any formulas A and C we have that if A does
not contain a subformula of the form s : B, then

t:A — [Clt: A
is provable.

Proof. We proceed by induction on the complexity of ¢ and distinguish the
following cases:

1. Case t is atomic and t # up(C'). Since A does not contain any evidence
terms, the claim follows immediately from axiom (Indep).

2. Case t = up(C). This case is an instance of axiom (Pers).
3. Caset =r-pgs. Fromr-gs: A we get by (App)

s:B and r:(B— A).

By I.LH. we find
[C]s: B and [C]r:(B— A).
Using Lemma [6l we conclude [C]r - s : A. O

10



Let us now investigate higher-order beliefs. We argue that persistence should
not hold in this context. Consider the following scenario. Suppose that you are
in a room together with other people. Further suppose that no announcement
has been made in that room. Therefore, it is not the case that P is believed
because of an announcement. Formally, this is expressed by

—up(P) : P. (3)

We find that
the fact that you are in that room (4)

justifies your belief in ([B]). Let the term r represent ). Then we have
r:—up(P): P. (5)

Now suppose that P is publicly announced in that room. Thus we have in the
updated situation
up(P) : P. (6)

Moreover, the fact that you are in that room justifies now your belief in (@]).
Thus we have 7 : up(P) : P and hence in the original situation we have

[P]r :up(P): P (7)

and (B) does no longer hold after the announcement of P.
The following lemma formally states that persistence fails for higher-oder
beliefs.

Lemma 16. There exist formulas v : B and A such that
r:B—[A]r: B
s not provable.
Proof. Let B be the formula —up(P) : P and consider the subset model
M = (W, Wy, V1, Vo, E)

with
Wi={w,v} Wy:={w} Vi(v,P)=0 Vy(w,P)=1

and
E(w,r) ={w} E(w,up(P)) ={w,v}.

Hence [[P]]m = {w} and thus E(w,up(P)) Z [[P]]m. Since w € Wy, this yields
V(w,up(P) : P) =0. Again by w € Wy, this implies

V(w,-up(P) : P) =1.
Therefore E(w,r) C [[-up(P) : P]Jam and using w € Wy, we get

M,wlkr:—up(P): P

11



Now consider the updated model M¥. We find that
BN (w,up(P)) = {w}
and thus EM” ((w, up(P))) C [[P)]pr. Further, using w € WOMP we get
Vipr(up(P): P)=1

and thus Ve (—up(P) : P) = 0. That is w ¢ [[(-up(P) : P]jpr. We have
EM” (w,r) = {w} and, therefore, EM" (w,r) Z [[(-up(P) : P]] e
With w € WOMP we get MF wIff r: —up(P) : P. We conclude

M, w I [P]r: —up(P) : P.

Next, we show that JUScs proves an explicit form of the Ramsey axiom
OC — A) « [CI0A
from Dynamic Doxastic Logic.

Lemma 17. Let the formula [C]s : (C — A) be up-independent. Then JUScs
proves
s:(C—=A) & [Cls-cup(C): A. (8)

Proof. First observe that by (Up), we have [Clup(C) : C.
Further, since [C]s : (C — A) is up-independent, we find by (Indep) that

s:(C—= A« [Cls: (C— A).
Finally we obtain () using Lemma O

Often, completeness of public announcement logics is established by showing
that each formula with announcements is equivalent to an announcement-free
formula. Unfortunately, this approach cannot be employed for JUScs although
@) provides a reduction property for certain formulas of the form [C]t : A. The
reason is the hyperintensionality of justification logic [8 2], i.e. justification
logic is not closed under substitution of equivalent formulas. Because of this,
the proof by reduction cannot be carried through in JUScs, see the discussion
in [1I0].

6 Conclusion
We have introduced the justification logic JUS for subset models with belief
expansion. We have established basic properties of the deductive system and

shown its soundness. We have also investigated persitence properties for first-
order and higher-order beliefs.

12



The next step is, of course, to obtain a completeness result for subset models
with updates. We suspect, however, that the current axiomatization of JUS is
not strong enough. The proof of Lemma [16] shows that persistence of higher-
order beliefs fails in the presence of a negative occurence of an up-term. Thus we
believe that we need a more subtle version of axiom (Indep) that distinguishes
between positive and negative occurences of terms. Introducing polarities for
term occurences, like in Fitting’s realization procedure [14], may help to obtain
a complete axiomatization.
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