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Preface to the Second Edition

The second edition of the book comes out after a short period of time compared to
the first one, which we believe is connected with the increased interest in discrete
mathematics among specialists in the field of computer science. Now we use
Python as a programming language. The choice of this language is determined by
its universality and rapid growth in popularity in the world. In our opinion, Python
is good enough for teaching methods of design and analysis of algorithms.

We have kept the structure of the material the same in the second edition: each
chapter consists of a theoretical part containing basic definitions, theorems, and
typical schemes of problem-solving, then we give problems for solving in a
classroom led by a teacher or for self-study.

More than 50 new problems with solutions and answers have been added to the
book, as well as control questions for each chapter to check the knowledge of basic
definitions and theoretical facts. In a number of cases clarifying comments were
made or observed for inaccuracies corrected in solutions and proofs.
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Preface to the First Edition

Rapid development of information and communication technologies is a charac-
teristic feature of the current time period. Training specialists who meet the
requirements of the time in the field of such technologies leads to the necessity of
paying special attention to their mathematical education. Herewith it is desirable to
shape knowledge presented in the form of a practical part of mathematical courses
in such a way that after performing these tasks students get the required compe-
tencies. One of the mathematical courses which is taught, as a rule, in early
semesters is the course of discrete mathematics. A number of general courses and
specialist disciplines included in the cycle of specialist training in the field of
information technologies are based on the present course. Thus, mathematical logic
and theory of algorithms form the theoretical foundation of informatics, Boolean
algebra serves as a basis for methods of electronic circuit development, theory of
graphs is used when constructing multiprocessor computing systems and computer
networks, and in programming. To teach students the competent practical appli-
cation of their theoretical knowledge is one of the methodological objectives the
given study guide can help with.

The study guide was created over a number of years and is backed up by the
teaching experience of the course at the Department of Computer Science of Vor-
onezh State University. Its contents correspond to Federal State Educational Stan-
dards on the following training programmes: “Information Systems and
Technologies”, “Program Engineering”, and “Radiophysics”. The existing problem
books on discrete mathematics and mathematical logic do not fully cover the nec-
essary volume and information scope upon the abovementioned programmes to
graduate fully skilled subject matter experts; therefore this study guide provides a
large number of problems of a wide range of difficulty for these training programmes.

The present study guide is intended for practical training, laboratory practicals,
and self-study. It contains basic theoretical concepts and methods of solving the
most fundamental problems; it forms the perceptions of sets, relations on sets, and
behaviur of different types of relations, as well as functions, general concepts of
combinatorics, theory of graphs, Boolean algebra, basic principles of algorithms
theory, etc. Some chapters of the study book, such as “Turing Machine” and
“Asymptotic Analysis” go beyond the traditional course of discrete mathematics.
Nevertheless, we believe it necessary to include them into the structure of the study
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guide, as they promote understanding of the methods of construction and analysis
of algorithms. According to the famous Church–Turing thesis, the Turing machine
is able to imitate all means of step-by-step computation, and is considered to be the
model of any computing system existing today. The theory of algorithms’
asymptotic analysis studies the methods of getting asymptotic estimations of
algorithms’ computational complexity, which has the paramount importance for the
estimation of the need in resource requirement at the specific implementation of an
algorithm.

It is only natural that we analyzed certain textbooks and problem books while
preparing the study guide with a view to using the positive experience contained in
them and to produce the most efficient method of presenting the material. Most
of them are enumerated in the reference list; in particular, these are [4, 18, 28].

The study guide covers two semesters of the study course; some chapters might
be used in one-semester courses.

Each chapter begins with a theoretical part, which albeit occupies little space, is
of crucial importance as it reviews the basic concepts of the course, and sets the
utilized terminology. Alongside of the basic concepts, theoretical provisions, and
formulae in the text, there are also instructions on their practical use. Then the
detailed solution of several most common problems is shown and the problems for
solving in a classroom (a computer lab) are distributed. They can be used for
self-study. You will find the answers and solutions to all the problems except for the
simplest ones. Exercises differ in complexity level. The most difficult ones are
marked with an asterisk (�), placed next to the exercise number. If the theoretical
part is provided with an example, its end is designated by the symbol h.

The differential characteristics of the study guide, in our opinion, are as follows:
detailed problem solution containing typical methods and computational schemes;
presence of a big amount of exercises and examples of different complexity levels;
reflecting the subject field of information and communication technologies in
problem definitions where we thought it is relevant. Moreover, taking into account
the specificity of a bachelor’s training programme in the field of such technologies,
it is needed to implement a developed algorithm in a particular programming
language.

In chapters “Concept of an Algorithm. Correctness of Algorithms” and “Basic
Algorithms”, fragments of code in the Python language are set in order to
demonstrate the applicability of studied methods in programming practice. Head-
ings of some problems in chapter “Basic Algorithms” are in bold; the abovemen-
tioned problems are recommended to do in a computer lab.

A separate chapter is dedicated to parallel algorithms. Multiprocessor computing
systems are extensively used at present for solving tasks on mathematical and
computer modeling, management of database and complex software packages, etc.
Furthermore, the majority of modern computing systems back up parallel compu-
tations on a hardware level. From this perspective, questions connected with the
construction and analysis of parallel algorithms are becoming increasingly relevant.
It should be pointed out that in many cases developing an effective parallel algo-
rithm for solution of some task requires attraction of new ideas and methods
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comparing to creating a sequential algorithm version. These are, for instance,
practically important problems of searching a target element in data structures,
evaluation of an algebraic expression, etc. The theoretical part of this chapter takes
a relatively bigger place in comparison with other chapters, as it deals with more
complex issues of applied aspects of parallel programming, rather difficult when
first studied. This chapter requires good command of methods of problem solution
described in the previous chapters and has, in the authors’ opinion, increased
complexity.

There is a sufficient amount of illustrations in the book, which help students
visualize all objects under consideration and connectivity between them. In the final
section you will find reference data which include the Greek alphabet, basic
trigonometric formulae, brief summary on differential and integral calculi, and the
most important finite summas, which will mitigate the need for resorting to the
specialist reference literature. This edition is provided with the reference list, as well
as the name and the subject indices. After the first mentioning of scientists’ sur-
names, consult the references with their short biographies taken from [87].

Below you can see the scheme of the chapter information dependence in the
form of an oriented graph reflecting the preferable order of covering the academic
material. For instance, after having studied chapters 1, 2, and 3 you can move to one
of the three chapters: 4, 5, or 6, whose contents are relatively independent. The
dashed border marks the chapters which will be suitable for readers who want to
reach a high level of the subject knowledge; the present sections contain more
difficult academic material. This way, after studying chapter 6 you can either come
to chapter 9, or study the material of chapters 7 and 8 more thoroughly for better
digestion, and only then switch to chapter 9.
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