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Abstract. Anorexia Nervosa (AN) is a serious mental disorder that has
been proved to be traceable on social media through the analysis of users’
written posts. Here we present an approach to generate word embeddings
enhanced for a classification task dedicated to the detection of Reddit
users with AN. Our method extends Word2vec’s objective function in
order to put closer domain-specific and semantically related words. The
approach is evaluated through the calculation of an average similarity
measure, and via the usage of the embeddings generated as features for
the AN screening task. The results show that our method outperforms
the usage of fine-tuned pre-learned word embeddings, related methods
dedicated to generate domain adapted embeddings, as well as repre-
sentations learned on the training set using Word2vec. This method can
potentially be applied and evaluated on similar tasks that can be formal-
ized as document categorization problems. Regarding our use case, we
believe that this approach can contribute to the development of proper
automated detection tools to alert and assist clinicians.

Keywords: Social media · Eating disorders · Word embeddings ·
Anorexia Nervosa · Representation learning

1 Introduction

We present models to identify users with AN based on the texts they post
on social media. Word embeddings previously learned in a large corpus, have
provided good results on predictive tasks [3]. However, in the case of writings
generated by users living with a mental disorder such as AN, we observe specific
vocabulary exclusively related with the topic. Terms such as: “cw”, used to refer
to the current weight of a person, or “ow” referring to the objective weight,
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are elements that are not easily found in large yet general collections extracted
from Wikipedia, social media and news websites. Therefore, using pre-learned
embeddings may not be the most suitable approach for the task.

We propose a method based on Dict2vec [15] to generate word embeddings
enhanced for our task domain. The main contributions of our work are the
following: (1) a method that modifies Dict2vec [15] in order to generate word
embeddings enhanced for our classification task, this method has the power to
be applied on similar tasks that can be formulated as document categorization
problems; (2) different ways to improve the performance of the embeddings gen-
erated by our method corresponding to four embeddings variants; and (3) a
set of experiments to evaluate the performance of our generated embeddings in
comparison to pre-learned embeddings, and other domain adaptation methods.

2 Related Work

In previous work related to detection of mental disorders [8], documents were
represented using bag of words (BoW) models, which involve representing words
in terms of their frequencies. As these models do not consider contextual infor-
mation or relations between the terms, other models have been proposed based
on word embeddings [3]. These representations are generated considering the dis-
tributional hypothesis, which assumes that words appearing in similar contexts
are related, and therefore should have close representations [11,13].

Embedding models allow words from a large corpus to be encoded as vectors
in a high-dimensional space. The vectors are defined by taking into account the
context in which the words appear in the corpus in such a way that two words
having the same neighborhood should be close in the vector space.

Among the methods used for generating word embeddings we find
Word2vec [11], which generates a vector for each word in the corpus consid-
ering it as an atomic entity. To build the embeddings, Word2vec defines two
approaches: one known as continuous bag of words (CBOW) that uses the con-
text to predict a target word; and another one called skip-gram, which uses a
word to predict a target context. Another method is fastText [2], which takes into
account the morphology of words, having each word represented as a bag of char-
acter n-grams for training. There is also GloVe [13], which proposes a weighted
least squares model that does the training on global word-word co-occurrence
counts.

In contrast to the previous methods, we can also mention recent methods
like Embeddings from Language Models (ELMo) [14] and Bidirectional Encoder
Representations from Transformers (BERT) [6] that generate representations
which are aware of the context they are being used at. These approaches are
useful for tasks where polysemic terms are relevant, and when there are enough
sentences to learn these from the context. Regarding our use case, we observe
that the vocabulary used by users with AN is very specific and contains almost no
polysemic terms, which is why these methods are not addressed in our evaluation
framework.
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All the methods already mentioned are generally trained over large general
purpose corpora. However, for certain domain specific classification tasks we
have to work with small corpora. This is the case of mental disorders screening
tasks given that the annotation phase is expensive, and requires the intervention
of specialists. There are some methods that address this issue by either enhanc-
ing the embeddings learned over small corpora with external information, or
adapting embeddings learned on large corpora to the task domain.

Among the enhancement methods we find Zhang’s et al. [17] work. They
made use of word embeddings learned in different health related domains to
recognize symptoms in psychiatry. They designed approaches to combine data
of the source and target to generate word embeddings, which are considered in
our experimental results.

Kuang et al. [9] propose learning weights based on the words’ relative impor-
tance for the classification task (predictive terms). This method proposes weight-
ing words according to their χ2 [12] statistics to represent the context. However,
this method differs from ours as we generate our embeddings through a different
approach, which takes into account the context terms, introduces new domain
related vocabulary, considers the predictive terms to be equally important, and
moves apart the vectors of terms that are not predictive for the main target
class.

Faruqui et al. [7] present an alternative, known as a retrofitting method,
which makes use of relational information from semantic lexicons to improve
pre-built word vectors. The main disadvantage is that no external new terms
representations can be introduced to the enhanced embeddings, and that despite
related embeddings are put closer, the embeddings of terms that should not be
related (task-wise) cannot be put apart from each other. In our experimental
setup, this method is used to define a baseline and to enhance the embeddings
generated through our approach.

Our proposal is based on Dict2vec [15], which is an extension of the Word2vec
approach. Dict2vec uses the lexical dictionary definitions of words in order to
enrich the semantics of the embeddings generated. This approach has proved
to perform well on small corpora because in addition to the context defined by
Word2vec, it introduces a (1) positive sampling, which moves closer the vector
of words co-occurring in their mutual dictionary definitions, and a (2) controlled
negative sampling which prevents to move apart the vectors of words that appear
in the definition of others, as the authors assume that all the words in the
definition of a term from a dictionary are semantically related to the word they
define.

3 Method Proposed

Our method generates word embeddings enhanced for a classification task dedi-
cated to the detection of users with AN over a small size corpus. In this context,
users are represented by documents that contain their writings concatenated,
and that are labeled as anorexic (positive) or control (negative) cases. These
labels are known as the classes to predict for our task.
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Our method is based on Dict2vec’s general idea [15]. We extend the Word2vec
model with both a positive and a negative component, but our method differs
from Dict2vec because both components are designed to learn vectors for a
specific classification task. Within the word embeddings context, we assume that
word-level n-grams’ vectors, which are predictive for a class, should be placed
close to each other given their relation with the class to be predicted. Therefore
we first define sets of what we call predictive pairs for each class, and use them
later for our learning approach.

3.1 Predictive Pairs Definition

Prior to learning our embeddings, we use χ2 [12] to identify the predictive n-
grams. This is a method commonly used for feature reduction, being capable to
identify the most predictive features, in this case terms, for a classification task.

Based on the χ2 scores distribution, we obtain the n terms with the high-
est scores (most predictive terms) for each of the classes to predict (positive
and negative). Later, we identify the most predictive term for the positive class
denoted as t1 or pivot term. Depending on the class for which a term is predic-
tive, two types of predictive pairs are defined, so that every time a predictive
word is found, it will be put close or far from t1. These predictive pair types are:
(1) positive predictive pairs, where each predictive term for the positive class is
paired with the term t1 in order to get its vector representation closer to t1; and
(2) negative predictive pairs, where each term predictive for the negative class
is also paired with t1, but with the goal of putting it apart from t1.

In order to define the positive predictive terms for our use case, we con-
sider: the predictive terms defined by the χ2 method, AN related vocabulary
(domain-specific) and the k most similar words to t1 obtained from pre-learned
embeddings, according to the cosine similarity. Like this, information coming
from external sources that are closely related with the task could be introduced
to the training corpus. The terms that were not part of the corpus were appended
to it, providing us an alternative to add new vocabulary of semantic significance
to the task.

Regarding the negative predictive terms, no further elements are considered
asides from the (χ2) predictive terms of the negative class as for our use case and
similar tasks, control cases do not seem to share a vocabulary strictly related
to a given topic. In other words, and as observed for the anorexia detection use
case, control users are characterized by their discussions on topics unrelated to
anorexia.

For the χ2 method, when having a binary task, the resulting predictive fea-
tures are the same for both classes (positive and negative). Therefore, we have
proceeded to get the top n most predictive terms based on the distribution of
the χ2 scores for all the terms. Later, we decided to take a look at the number of
documents containing the selected n terms based on their class (anorexia or con-
trol). Given a term t, we calculated the number of documents belonging to the
positive class (anorexia) containing t, denoted as PCC; and we also calculated
the number of documents belonging to the negative class (control) containing t,
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named as NCC. Then, for t we calculate the respective ratio of both counts in
relation to the total amount of documents belonging to each class: total amount
of positive documents (TPD) and total amount of negative documents (TND),
obtaining like this a positive class count ratio (PCCR) and a negative class count
ratio (NCCR).

For a term to be part of the set of positive predictive terms its PCCR value
has to be higher than the NCCR, and the opposite applies for the terms that
belong to the set of negative predictive pairs. The positive and negative class
count ratios are defined in Eqs. 1a and 1b as:

PCCR(t) =
PCC(t)
TPD

(1a)

NCCR(t) =
NCC(t)
TND

(1b)

3.2 Learning Embeddings

Once the predictive pairs are defined, the objective function for a target term
ωt (Eq. 2) is defined by the addition of a positive sampling cost (Eq. 3) and a
negative sampling cost (Eq. 4a) in addition to Word2vec’s usual target, context
pair cost given by �(ωt, ωc) where � represents the logistic loss function, and vt,
and vc are the vectors associated to ωt and ωc respectively.

J(ωt, ωc) = �(vt, vc) + Jpos(ωt) + Jneg(ωt) (2)

Unlike Dict2vec, Jpos is computed for each target term where P (ωt) is the
set of all the words that form a positive predictive pair with the word ωt, and vt

and vi are the vectors associated to ωt and ωi respectively. βP is a weight that
defines the importance of the positive predictive pairs during the learning phase.
Also, as an aspect that differs from Dict2vec, the cost given by the predictive
pairs is normalized by the size of the predictive pairs set, |P (ωt)|, considering
that all the terms from the predictive pairs set of ωt are taken into account for
the calculations, and therefore when t1 is found, the impact of trying to move it
closer to a big amount of terms is reduced, and it remains as a pivot element to
which other predictive terms get close to:

Jpos(ωt) = βP

∑

ωiεP (ωt)

�(vt · vi)
|P (ωt)| (3)

On the negative sampling, we modify Dict2vec’s approach. We not only make
sure that the vectors of the terms forming a positive predictive pair with ωt are
not put apart from it, but we also define a set of words that are predictive for
the negative class and define a cost given by the negative predictive pairs. In
this case, as explained before, the main goal is to put apart these terms from
t1, so this cost is added to the negative random sampling cost Jn r (Eq. 4b), as
detailed in Eq. 4a.
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Jneg(ωt) = Jn r(ωt) + βN

∑

ωj∈N(ωt)

�(−vt · vj)
|N (ωt)| (4a)

Jn r(ωt) =
∑

ωi∈F(ωt)

ωi /∈P(ωt)

�(−vt · vi) (4b)

The negative sampling cost considers, as on Word2vec, a set F (ωt) of k words
selected randomly from the vocabulary. These words are put apart from ωt as
they are likely to not be semantically related. Considering Dict2vec’s approach,
we make sure as well that any term belonging to the set of positive predictive
pairs of ωt ends up being put apart. In addition to this, we add another negative
sampling cost which corresponds to the cost of putting apart from t1 the most
predictive terms from the negative class. In this case, N(ωt) represents the set
of all the words that form a negative predictive pair with the word ωt. βN is
a weight to define the importance of the negative predictive pairs during the
learning phase.

The global objective function (Eq. 5) is given by the sum of every pair’s cost
across the whole corpus:

J =
C∑

t=1

n∑

c=−n

J(ωt, ωt+c) (5)

where C is the corpora size, and n represents the size of the window.

3.3 Enhanced Embeddings Variations

Given a pre-learned embedding which associates for a word ω a pre-learned rep-
resentation vpl, and an enhanced embedding v obtained through our approach
for ω with the same length m as vpl, we generate variations of our embeddings
based on existing enhancement methods. First, we denote the embeddings gen-
erated exclusively by our approach (predictive pairs) as Variation 0, v is an
instance of the representation of ω for this variation.

For the next variations, we address ways to combine the vectors of pre-
learned embeddings (i.e., vpl) with the ones of our enhanced embeddings (i.e.,
v). For Variation 1 we concatenate both representations vpl + v, obtaining a 2m
dimensions vector [16]. Variation 2 involves concatenating both representations
and applying truncated SVD as a dimensionality reduction method to obtain
a new representation given by SV D(vpl + v). Variation 3 uses the values of
the pre-learned vector vpl as starting weights to generate a representation using
our learning approach. This variation is inspired in a popular transfer learning
method that was successfully applied on similar tasks [5]. For these variations
(1–3) we take into account the intersection between the vocabularies of both
embeddings types (pre-learned and Variation 0 ). Finally, Variation 4 implies
applying Faruqui’s retrofitting method [7] over the embeddings of Variation 0.
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4 Evaluation Framework

4.1 Data Set Description

We used a Reddit data set [10] that consists on posts of users labeled as anorexic
and control cases. This data set was defined in the context of an early risk detec-
tion shared task, and the training and test sets were provided by the organizers
of the eRisk task.1 Table 1 provides a description of the training and testing data
sets statistics. Given the incidence of Anorexia Nervosa, for both sets there is a
reduced yet significant amount of AN cases compared to the control cases.

Table 1. Collection description as described on [10].

Train Test

Anorexia Control Anorexia Control

Users count 20 132 41 279

Writings count 7,452 77,514 17,422 151,364

Avg. writings count 372.6 587.2 424.9 542.5

Avg. words per writing 41.2 20.9 35.7 20.9

4.2 Embeddings Generation

The training corpus used to generate the embeddings, named anorexia corpus,
consisted on the concatenation of all the writings from all the training users. A
set of stop-words were removed. This resulted on a training corpus with a size of
1,267,208 tokens and a vocabulary size of 87,197 tokens. In order to consider the
bigrams defined by our predictive pairs, the words belonging to a bigram were
paired and formatted as if they were a single term.

For the predictive pairs generation with χ2, each user is an instance rep-
resented by a document composed by all the user’s posts concatenated. χ2 is
applied over the train set considering the users classes (anorexic or control) as
the possible categories for the documents. The process described in Sect. 3.1 is
followed in order to obtain a list of 854 positive (anorexia) and 15 negative (con-
trol) predictive terms. Some of these terms can be seen on Table 2, which displays
the top 15 most predictive terms for both classes. Anorexia itself resulted to be
the term with the highest χ2 score, denoted as t1 in Sect. 3.

The anorexia domain related terms from [1] were added as the topic related
vocabulary, and the top 20 words with the highest similarity to anorexia coming
from a set of pre-learned embeddings from GloVe [13] were also paired to it to
define the predictive pairs sets. The GloVe’s pre-learned vectors considered are
the 100 dimensions representations learned over 2B tweets with 27B tokens, and
with 1.2M vocabulary terms.

1 eRisk task: https://early.irlab.org/2018/index.html.

https://early.irlab.org/2018/index.html
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Table 2. List of some of the most predictive terms for each class.

Positive Terms (Anorexia class) Negative terms (Control class)

anorexia diagnosed binges war sky song

anorexic macros calories don’t bro plot master

meal plan cal relapsed Trump game Russian

underweight weight gain restriction players Earth video

eating disorder(s) anorexia nervosa caffeine gold America trailer

The term anorexia was paired to 901 unique terms and, likewise, each of these
terms was paired to anorexia. The same approach was followed for the negative
predictive terms (15), which were also paired with anorexia. An instance of a
positive predictive pair is (anorexia, underweight), whereas an instance of a neg-
ative predictive pair is (anorexia, game). For learning the embeddings through
our approach, and as it extends Word2vec, we used as parameters a window size
of 5, the number of random negative pairs chosen for negative sampling was 5,
and we trained with one thread/worker and 5 epochs.

4.3 Evaluation Based on the Average Cosine Similarity

This evaluation is done over the embeddings generated through Variation 0 over
the anorexia corpus. It averages the cosine similarities (sim) between t1 and all
the terms that were defined either as its p positive predictive pairs, obtaining a
positive score denoted as PS on Eq. 6a; or as its n negative predictive pairs, with
a negative score denoted as NS on Eq. 6b. On these equations va represents the
vector of the term anorexia; vPPTi

represents the vector of the positive predictive
term (PPT) i belonging to the set of positive predictive pairs of anorexia of size
p; and vNPTi

represents the vector of the negative predictive term (NPT) i
belonging to the set of negative predictive pairs of anorexia of size n:

PS(a) =
∑p

i=1 sim(va, vPPTi
)

p
(6a)

NS(a) =
∑n

i=1 sim(va, vNPTi
)

n
(6b)

We designed our experiments using PS and NS in order to analyze three
main aspects: (1) we verify that through the application of our method, the
predictive terms for the positive class are closer to the pivot term representation,
and that the predictive terms for the negative class were moved away from it;
(2) we evaluate the impact of using different values of the parameters βP and
βN to obtain the best representations where PS has the highest possible value,
keeping NS as low as possible; and (3) we compare our generation method with
Word2vec as baseline since this is the case for which our predictive pairs would
not be considered (βP = 0 and βN = 0). We expect for our embeddings to obtain
higher values for PS and lower values for NS in comparison to the baseline.
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Results. Table 3 shows first the values for PS and NS obtained by what we
consider our baseline, Word2vec (βP = 0 and βN = 0), and then the values
obtained by embeddings models generated using our approach (Variation 0 ),
with different yet equivalent values given to the parameters βP and βN , as they
proved to provide the best results for PS and PN. We also evaluated individually
the effects of varying exclusively the values for βP , leaving βN = 0, and then
the effects of varying only the values of βN , with βP = 0. On the last row of
the table we show a model corresponding to the combination of the parameters
with the best individual performance (βP = 75 and βN = 25).

After applying our approach the value of PS becomes greater than NS for
most of our generated models, meaning that we were able to obtain a represen-
tation where the positive predictive terms are closer to the pivot term anorexia,
and the negative predictive terms are more apart from it. Then, we can also
observe that the averages change significantly depending on the values of the
parameters βP and βN , and for this case the best results according to PS are
obtained when βP = 50 and βN = 50. Finally, when we compare our scores
with Word2vec, we can observe that after applying our method, we can obtain
representations where the values of PS and NS are respectively higher and lower
than the ones obtained by the baseline model.

Table 3. Positive Scores (PS) and Negative Scores (NS) for Variation 0. Different
values for βP and βN are tested.

Values for βP and βN Positive score (PS) Negative score (NS)

βP = 0, βN = 0 (baseline) 0.8861 0.8956

βP = 0.25, βN = 0.25 0.7878 0.7424

βP = 0.5, βN = 0.5 0.7916 0.5158

βP = 1, βN = 1 0.7996 0.5879

βP = 10, βN = 10 0.8495 0.4733

βP = 50, βN = 50 0.9479 0.6009

βP = 100, βN = 100 0.9325 0.6440

4.4 Evaluation Based on Visualization

We focus on the comparison of embeddings generated using word2vec (baseline),
Variation 0 of our enhanced embeddings, and Variation 4. In order to plot over
the space the vectors of the embeddings generated (see Fig. 1), we performed
dimensionality reduction, from the original 200 dimensions to 2, through Prin-
cipal Component Analysis (PCA) over the vectors of the terms in Table 2 for
the embeddings generated with these three representations. We focused over
the embeddings representing the positive and negative predictive terms. For
the resulting embeddings of our method (Variation 0 ), we selected βP =50 and
βN=50 as parameter values.
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Fig. 1. Predictive terms sample represented on two dimensions after PCA was applied
on their embeddings as dimensionality reduction method. From left to right each plot
shows the vectorial representation of the predictive terms according to the embeddings
obtained through (1) Word2vec (baseline), (2) Variation 0, and (3) Variation 4.

The positive predictive terms representations are closer after applying our
method (Variation 0 ), and the negative predictive terms are displayed farther, in
comparison to the baseline. The last plot displays the terms for the embeddings
generated through Variation 4. For this case, given the input format for the
retrofitting method, anorexia was linked with all the remaining predictive terms
of the anorexia class (901), and likewise, each of these predictive terms was linked
to the term anorexia. Notice that the retrofitting approach converges to changes
in Euclidean distance of adjacent vertices, whereas the closeness between terms
for our approach is given by the cosine distance.

4.5 Evaluation Based on the Predictive Task

In order to test our generated embeddings for the classification task dedicated to
AN screening, we conduct a series of experiments to compare our method with
related approaches. We define 5 baselines for our task: the first one is a BoW
model based on word level unigrams and bigrams (Baseline 1 ), this model is
kept mainly as a reference since our main focus is to evaluate our approach com-
pared to other word embedding based models. We create a second model using
GloVe’s pre-learned embeddings (Baseline 2 ), and a third model that uses word
embeddings learned on the training set with the Word2vec approach (Baseline
3 ). We evaluate a fourth approach (Baseline 4 ) given by the enhancement of the
Baseline 3 embeddings, with Faruqui’s et al. [7] retrofitting method. Baseline
5 uses the same retrofitting method over GloVe’s pre-learned embeddings, as
we expected that a domain adaptation of the embeddings learned on a external
source could be achieved this way.

Predictive Models Generation. To create our predictive models, again, each
user is an instance represented by their writings (see Sect. 4.2). For Baseline 1
we did a tf · idf vectorization of the users’ documents, by using the TfIdfVec-
torizer provided by the Scikit-learn Python library, with a stop-words list and
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the removal of the n-grams that appeared in less than 5 documents. The repre-
sentation of each user through embeddings was given by the aggregation of the
vector representations of the words in the concatenated texts of the users, nor-
malized by the size (words count) of the document. Then, an L2 normalization
was applied to all the instances.

Given the reduced amount of anorexia cases on the training set, we used
SMOTE [4] as an over-sampling method to deal with the unbalanced classes. The
Scikit learn’s Python library implementations for Logistic regression (LR), Ran-
dom Forest (RF), Multilayer Perceptron (MLP), and Support Vector Machines
(SVM) were tested as classifiers over the training set with a 5-fold cross valida-
tion approach. A grid search over each method to find the best parameters for
the models was done.

Results. The results of the baselines are compared to models with our varia-
tions. For Variation 4 and baselines 4 and 5 we use the 901 predictive terms of
Sect. 4.4. To define the parameters of Variation 3, we test different configura-
tions, as on Sect. 4.3, and chose the ones with the best results according to PS.

Precision (P ), Recall (R), F1-Score (F1) and Accuracy (A) are used as evalu-
ation measures. The scores for P, R and F1 reported over the test set on Table 4
correspond to the Anorexia (positive) class, as this is the most relevant one,
whereas A corresponds to the accuracy computed on both classes. Seeing that
there are 6 times more control cases than AN and that false negative (FN) cases
are a bigger concern compared to false positives, we prioritize R and F1 over P
and A. This is done because as with most medical screening tasks, classifying a
user at risk as a control case (FN) is worst than the opposite (FP), in particular
on a classifier that is intended to be a first filter to detect users at risk and
eventually alert clinicians, who are the ones that do an specialized screening of
the user profile. Table 4 shows the results for the best classifiers. The best scores
are highlighted for each measure.

Comparing the baselines, we can notice that the embeddings based
approaches provide an improvement on R compared to the BoW model, however
this is given with a significant loss on P.

Regarding the embeddings based models, our variations outperform the
results obtained by the baselines. The model with the embeddings generated
with our method (Variation 0 ) provides significantly better results compared to
the Word2vec model (Baseline 3 ), and even the model with pre-learned embed-
dings (Baseline 2 ), with a wider vocabulary.

The combination of pre-learned embeddings and embeddings learned on our
training set, provide the best results in terms of F1 and R. They also provide
a good accuracy considering that most of the test cases are controls. We can
also observe that using the weights of pre-learned embeddings (Variation 3 ) to
start our learning process over our corpus improves significantly the R score in
comparison to Word2vec’s generated embeddings (Baseline 3 ).

The worst results for our variations are given by Variation 1 that obtains
equivalent results to Baseline 2. The best model in terms of F1 corresponds to
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Variation 2. Also, better results are obtained for P when the embeddings are
enhanced by the retrofitting approach (Variation 4 ).

Table 4. Baselines and enhanced embeddings evaluated in terms of Precision (P ),
Recall (R), F1-Score (F1) and Accuracy (A).

Model Description P R F1 A Classifier

Baseline 1 BoW Model 90.00% 65.85% 76.06% 94.69% MLP

Baseline 2 GloVe’s pre-learned
embeddings

69.57% 78.05% 73.56% 92.81% MLP

Baseline 3 Word2vec embeddings 70.73% 70.73% 70.73% 92.50% SVM

Baseline 4 Word2vec retrofitted
embeddings

71.79% 68.29% 70.00% 92.50% SVM

Baseline 5 GloVe’s pre-learned
embeddings retrofitted

67.35% 80.49% 73.33% 92.50% MLP

Variation 0 Predictive pairs embeddings
(βP = 50 βN = 50)

77.50% 75.61% 76.54% 94.03% MLP

Variation 1 Predictive pairs embeddings
+ GloVe embeddings

69.57% 78.05% 73.56% 92.81% MLP

Variation 2 Predictive pairs embeddings
(βP = 50 βN = 50) + GloVe
embeddings

75.00% 80.49% 77.65% 94.06% MLP

Variation 3 Predictive pairs embeddings
+ GloVe embeddings
starting weights (βP = 0.25
βN = 50)

72.73% 78.05% 75.29% 93.44% MLP

Variation 4 Predictive pairs (βP = 50 βN

= 50) retrofitted embeddings
82.86% 70.73% 76.32% 94.37% SVM

5 Conclusions and Future Work

We presented an approach for enhancing word embeddings towards a classifica-
tion task on the detection of AN. Our method extends Word2vec considering
positive and negative costs for the objective function of a target term. The
costs are added by defining predictive terms for each of the target classes. The
combination of the generated embeddings with pre-learned embeddings is also
evaluated. Our results show that the usage of our enhanced embeddings outper-
forms the results obtained by pre-learned embeddings and embeddings learned
through Word2vec regardless of the small size of the corpus. These results are
promising as they might lead to new research paths to explore.

Future work involves the evaluation of the method on similar tasks, which can
be formalized as document categorization problems, addressing small corpora.
Also, ablation studies will be performed to assess the impact of each component
into the results obtained.
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Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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