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Abstract. Sentiment lexicon plays a vital role in lexicon-based senti-
ment analysis. The lexicon-based method is often preferred because it
leads to more explainable answers in comparison with many machine
learning-based methods. But, semantic orientation of a word depends
on its domain. Hence, a general-purpose sentiment lexicon may gives
sub-optimal performance compare with a domain-specific lexicon. How-
ever, it is challenging to manually generate a domain-specific sentiment
lexicon for each domain. Still, it is impractical to generate complete sen-
timent lexicon for a domain from a single corpus. To this end, we propose
an approach to automatically generate a domain-specific sentiment lexi-
con using a vector model enriched by weights. Importantly, we propose
an incremental approach for updating an existing lexicon to either the
same domain or different domain (domain-adaptation). Finally, we dis-
cuss how to incorporate sentiment lexicons information in neural models
(word embedding) for better performance.

Keywords: Domain-specific -+ Sentiment analysis - Sentiment lexicon -
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1 Motivation

Sentiment lexicon is a dictionary of a lexical item with the corresponding seman-
tic orientation. Recently, with the issue of growing concern about interpretable
and explainable artificial intelligence, domains that require high explainability in
sentiment analysis task (eg., health domain and financial domain), lexicon-based
sentiment analysis approaches are often preferred over machine-learning-based
approaches [12,13]. However, sentiment lexicons are domain-dependent, a word
may convey two different connotations in a different domain. For example, the
word high may have a positive connotation in economics (e.g., he has a high
salary), and negative connotation in medicine (e.g., he has a high blood pres-
sure). Therefore, general-purpose sentiment lexicon may not give the expected
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predictive accuracy across different domains. Thus, a lexicon-based approach
with domain-specific lexicons are used to achieve better performance [1,4].

Although research has been carried out on corpus-based approaches for
automatic generation of a domain-specific lexicon [1,4,5,7,9,10,14], existing
approaches focused on creation of a lexicon from a single corpus [4]. Afterwards,
one cannot automatically update the lexicon with a new corpus. There are many
reasons one would want to update an existing lexicon: (i) the existing lexicon
may not contain sufficient number of sentiment-bearing words (i.e., it is lim-
ited) and it needs to be extended with a corpus from the same domain with
a source corpus; (i¢) the language may have evolved (new words and meaning
changes) and it is necessary to update the existing lexicon with a new corpus.
The new corpus may not be large to enable generation of a new lexicon from
scratch. Thus, it is better to update the existing lexicon with the new corpus;
and (i4i) we need to update an existing lexicon to another domain (domain-
adaptation) with a corpus from different domain with the source corpus. To this
end, this work proposes an incremental approach for the automatic generation
of a domain-specific sentiment lexicon.

2 Research Questions and Methodology

We aim to investigate an incremental technique for automatically generating
domain-specific sentiment lexicon from a corpus. Specifically, we aim to answer
the following three research questions:

RQ1: Can we automatically generate a sentiment lexicon from a corpus
and improves the existing approaches?

RQ2: Can we automatically update an existing sentiment lexicon given a
new corpus from the same domain (i.e., to extend an existing lexicon to
have more entries) or from a different domain (i.e., to adapt the existing
lexicon to a new domain - domain adaptation)?

RQ3: How can we enrich the existing sentiment lexicons using information
obtained from neural models (word embedding)?

To the best of our knowledge, no one attempted to design an approach for
automatic construction of a sentiment lexicon in an incremental fashion. But,
incremental approaches are common in the area of data streaming [15]; thus,
our work could fill this gap and represent a novel contribution. The research plan
is structured as follows: Sect. 2.1 attempts to answer RQ1, Sect. 2.2 attempts to
answer RQ2, and Sect. 2.3 attempts to answer RQ3.

2.1 Sentiment Lexicon Generation Using Weight Vector Model
(non-Incremental)

Sattam et al. [4] introduced a novel domain agnostic sentiment lexicon-generation
approach from a review corpus annotated with star-ratings. We propose an
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extended approach that includes the use of weight vector. Also, our approach
includes verbs and nouns in the lexicon as studies show they contain senti-
ment [7,11]. The process includes the following four steps: (i) gathering data
annotated with star-ratings; (i) pre-processing the data; (i4¢) obtaining word-
tag rating distribution, as shown in Fig.1 from the corpus introduced in [16];
and (iv) generation of sentiment value for each word-tag pair using the equation:
SV = }O FRy,_7*W.Where FR,,_7 represents the frequency of word-tag
pair and W is a weight vector. If the result is positive, the word is categorize
as positive, otherwise it is negative. This basic approach of sentiment lexicon
generation forms the basis of the incremental approach proposes in Sect. 2.2.

2.2 Incremental Approach for Sentiment Lexicon Generation Using
Sufficient Statistics

We propose an incremental approach for 51984 ,
sentiment lexicon expansion to either /
the same domain or different domain
(domain-adaptation). To illustrate the 16549 P
approaches, assume we have a senti- pb 7\7ﬂ?~7/7/: R
ment lexicon L; generated from a cor- 12 3 4 5 6 7 8 9 10
pus C;(using the approach described in Star ratings

Sect. 2.1). Then, we receive a new batch
of corpus Cj41 (of the same or different
domain with C;). The incremental app-
roach aims to generate an updated sentiment lexicon L;y; that would improve

the accuracy of the lexicon L;.
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Fig. 1. Distribution of the word-tag
pair(excellent, a)

Updating Lexicon Using a Corpus in the Same Domain: Assume we
receive C;y1 and we want to update L;. Assume we have the distributions of all
the words in the previous corpus (C;) saved. A naive approach would involve
generating distributions of all the words in the new batch (C;41) without creating
a new lexicon from it. Such a distribution represents the so-called “sufficient
statistics” [15] and we can construct lexicon from each set of the distributions. To
update L;, the two sets of distributions (from C; and C;;1) are first merged and
updated lexicon (L;11) is generated using the approach described in Sect. 2.1.
However, this approach may be inefficient since we update all the words in the
existing lexicon.

An enhanced and more efficient approach aims to update only subset of the
words in L; whose orientation may have changed. This approach use L; to predict
the user’s sentiment rating scores on the new labelled corpus C;;1 sentences. If
the predicted rating scores are the same with the user’s sentiment ratings, we can
skip those sentences and only consider those sentences where the predicted rating
is significantly different from the user’s sentiment rating scores. We extract the
words from these sentences (reviews), elaborate the corresponding distribution
of sentiment values, merge the distribution with the corresponding subset in the
L; and generate a new sentiment lexicon L; .
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Updating Lexicon Using a Corpus from Different Domain: Assume we
receive C;41 and we want to update L; to a new domain. Firstly, we propose
to detect if C;y1 and C; are from different domain. To do this, we generate
the distribution of C;;; and compare it with the distribution of C;. If the dis-
tributions of the two corpora differ significantly, it indicates a domain shift.
Alternatively, we can use L; to predict the user’s sentiment rating scores on the
new labelled corpus C;11 sentences. If the prediction accuracy is below some
predefined threshold, we can conclude there is a domain shift. After detecting
the domain shift, we merge the distribution using a similar approach discussed
(in updating using the same corpus) and generate the lexicon. However, in this
case, we give different weight to the two distributions by taking into considera-
tion not only their size, but also recency. More recent batches will be given more
weight than the previous ones.

2.3 Word Embedding

The idea of word embedding have been widely used for generation of sentiment
lexicon because of their advantage for giving semantic representation of words [9].
If two words appear in similar contexts, they will have similar embedding. We
propose to use word embedding in the following way. Suppose we have seed words
with their sentiment values, and we encounter some word, say Wx, for which we
do not have a sentiment value (SVal) yet. But if we have its embedding, we can
look for the most similar embedding in the embedding space and retrieve the
corresponding word, Wy, retrieve its SVal and use it as a SVal of Wx. As reported
in [11], neural models performance can increase by including lexicon information.
We aim to further study litreture and find how to exploit combination of an
existing sentiment lexicon (more explainable) and neural models performance.

2.4 Evaluation

We plan to evaluate our system and compare it with other five existing lexi-
cons: SentiWords, SPLM, SO-CAL, Bing Liu’s Opinion Lexicon, and SentiWord-
Net [14]. The evaluation task will be on three sentiment analysis tasks (movie
review, polarity of tweets and hotel review). In these comparisons we will com-
pare (1) the precision of the predictions of sentiment values and (2) runtime to
carry out updates of the lexicon.

3 Research Issues for Discussion

We seek suggestions on how our proposal can be improved. More importantly,
discussion on how to exploit combination of word embedding with sentiment
lexicon. We also welcome comments.
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