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Abstract. Nowadays, software is ubiquitous and present in almost everything
we buy and use. Artificial intelligence (AI) is becoming prevalent in software
products. The use of AI entices consumer inquisitiveness, promising software
products that can make our lives easier, productive, and in some mission-critical
applications safer. Similar reasoning can be applied to systems exploring Internet
of Things, cloud services, andmobile technologies. However, there is a trust deficit
when it comes to accepting AI as well as the other above-mentioned features, as a
reliable technology platform. This paper argues that the more critical the domain
is, the less consumers seem to trust software to make decisions on their behalf
or even to be used. Aspects such as safety, privacy, and ethics challenges the
perception of trustworthy computing. In the past two decades, several works have
suggested that Corporate Social Responsibility (CSR) may play an essential role
in creating a trust paradigm between customers and businesses promoting loyalty,
customer retention and thus enhancing customer trust and increasing corporate
profit. We believe that the software industry will need soon rather than later to
encourage trust in their embedded software. A promising approach lies in adapting
principles associatedwith CSR to guide the software development processes. Such
an approach could help to achieve two goals: Deliver trustworthy software and,
if desired, deliver socially responsible software. We believe that Non-Functional
Requirements (NFR)will play a crucial role in this endeavor. This paper highlights
a first approach to establishing a basic set of NFRs that should always be carefully
considered when developing software, as to aim socially responsible software.

Keywords: Socially responsible software · Non-Functional Requirements ·
Trust · Transparency · Ethics

1 Introduction

Today, software is embedded in almost everything we buy or use daily in our lives.
In recent years, AI has been increasingly used to deliver solutions in many different
commercial and regulatory domains, from personal assistance devices such as Alexa1

1 https://developer.amazon.com/en-US/alexa.
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to face recognition technologies used by law enforcement agencies. However, the use
of AI raises doubts in the mind of consumers regarding how much we can trust AI2 to
make decisions on our behalf. The lack of trust seems to be more prevalent in mission-
critical systems where personal safety is in the care of the machine. Kolm shows [1]
that 70% of Canadians are comfortable with AI scheduling appointments, but only 39%
feel comfortable with AI piloting autonomous vehicles. Therefore, we believe that the
software development process needs to address ways to assure consumers they can trust
the software embedded in the products they are buying and/or using.

Applications utilizing concepts related to Internet of Things, cloud services, and
mobile technologies will raise similar concerns aggravated with the expectation of pri-
vacy and safety, triggering ethical questions that will directly impact how much cus-
tomers can trust their devices. Although there are works [2, 3] tackling trust related to
machine learning and decision support systems, they look at trust in a single dimension
and do not capture the consequences of trust from a social perspective.

Our work aims to consider trust of AI-based software from a citizen’s viewpoint,
using the metaphor of Corporate Social Responsibility (CSR)3. In the past two decades,
many works have pointed out that CSR goes a long way in promoting positive outcomes
such as loyalty, repeat business, and purchase intention [4, 5]. Furthermore, CSR efforts
may also positively impact the market value of companies that are perceived to be
committed to social responsibility [6]. One important aspect of CSR is that its adoption
reduces information asymmetry [7], and as such, it brings out transparency. It is to note
the tangling effect of CSR in the broader concept of Corporate/Company Reputation
[30].

One of the main reasons for consumers to value CSR is because it promotes intrinsic
trust in the company. One way of looking at trust is to measure how much a consumer
thinks a company can be deemed reliable in situations entailing risk to the consumer.
One critical factor is how much consumers believe the company’s actions and behaviors
have the consumers’ interest and welfare in mind [9].

This work builds an initial argumentation of why using CSR knowledge does help
software engineers develop trustful Software. The benefits of using CSR concepts would
be twofold i) Develop trustworthy systems that would help to retain customers and to
increase market share ii) Use this trustworthy as the basis for developing a socially
responsible system that is likely to be in high demand in the near future.

In this idea paper, we present the foundation for our ongoing work. We are tackling
what we believe will be the core requirements to deliver trustworthy software. We asso-
ciate these requirements with the perspective of society, in general, to be able to opt for
socially responsible software together with the goal of repetitive business and improving
market share. We hope to inspire other researchers to explore similar paths.

2 https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html.
3 The Business Domain debates over the similitudes/differences among the acronyms CS
(Corporate Sustainability) and CSR.We side with those that consider CS and CSR as synonyms.

https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html
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2 Method

We carried out a brief literature review starting with the CSR domain to investigate
the qualitative properties used in their experience to promote corporate social respon-
sibility that could be adapted to the software domain. We used keyword searches such
as (csr AND trust), (corporate social responsibility AND Trust) from 2015 to 2019.
We recovered 112 publications. After removing duplicated references, snowballing, and
examining the abstracts, we reviewed 22 references. Our choice was based on the linkage
of CSR and Trust.

We elicited knowledge from these references to create a matrix with the most often
mentioned properties expected to be present in companies adopting the CSR approach.
Following, we analyzed which of those properties should be implemented in company’s
Information Systems, in general, to contribute to a trustworthy and socially responsible
environment. Using an NFR (Non-Functional Requirements) perspective [21], we found
three NFRs: Trust, Ethics, and Transparency in these properties. Using earlier knowl-
edge [22, 27], we searched for NFRs which may interact either positively or negatively
with these three NFRs, and we elicited Privacy, Safety, and Security.

Our aimwas not to build software to support CSRadoption by companies.We studied
the CSR approach as a basis to propose which would be the critical qualitative properties
to develop trustworthy Information Systems software, based on the company’s goal. As
such, these qualities would stand as essential NFRs to develop software to support the
delivery of socially responsible Information Systems either as a goal by its own or as
part of the adoption of CSR. At the same time, companies that are interested on a stricter
approach to CSR will also have a solid base to start from.

3 Results

As pointed out by Vlachos et al. [10] and others, trust is central for companies to be
perceived as socially responsible. By the same token, we set trust as the primary NFR
to be satisfied, i.e., satisfied within acceptable limits. Our reasoning follows the idea
that safety-critical systems and any software using AI as well as advanced forms of
technology such as internet of things and cloud systems, will inherently trigger fear
in many customers who are forced to relinquish their safety to a machine or to face
unwanted misuse of their behaviors and preferences and sometimes both

In corporate domains, trustwould comewhen providers demonstrate ethical behavior
enforced in their software. Bowen illustrates such a scenario for safety-critical systems
[11]. In order to promote trust, software engineers need to take a bottom-up approach in
developing domain-specific knowledge of elements that build the foundations of trust.

Trust is also frequently linked to the concept of ethics. Consumers tend to trust
companies that they perceive as ethically sound [12]. Nevertheless, consumers also
identify and believe that companies are following moral standards if they are transparent
in the way they do business [6]. The ISO 26000 standard points out how businesses and
organizations should handle ethical and transparent concerns to act responsibly [13]. We
believe that a similar perspective could be applied to software development in general.

Ethics helps to promote trust [5, 14], together with the understanding that safety-
critical systems need to demonstrate ethical behavior to be accepted by consumers.
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However, Ethics is not a straightforward concept that can be easily applied. It is a
human compass that shifts with the sand of time. Researchers studying the self-driving
car domain have pointed out many ethical dilemmas that need to be addressed [15].
Furthermore, ethical decisions made either by the software or its users choosing an
ethical scenario may entail legal implications [15]. The first step to building ethics into
a machine is to recognize that all models will have their faults and limitations. There
can be no single software architecture which proclaims to be the benchmark of moral
goodness. Since human interest cannot always be satisficed due to inherent conflicts,
ethics will likely be aggressively contested in the court of law between those who seek
to exploit AI technology in the public domain and those who wish to confine it to a
controlled environment. Insurance companies will likely use such types of arguments
in many cases when AI making decisions are involved. Software developers should be
prepared to counter-argument any accusations or even better, be pro-active, and not give
space to them.

Even for systems that are more benign in terms of damage, such as Alexa, ethi-
cal behavior can become a fundamental requirement for retaining customers, since its
use may threaten privacy. Another critical requirement is privacy. Customers are re-
discovering the importance of privacy [16], and states are enacting privacy laws, as the
General Data Protection Regulation (GDPR). There have been many breaches of pri-
vacy such as the Samsung voice-recognition being activated by default in smart television
models to Alexa capturing conversations and sending them to a repository [17].

Additionally, safety will play an essential role in many different domains. Software,
AI based, will demand safety to be mandatory. Smart homes, for example, can bring
threats to safety if not extensively analyzed when dealing with heating systems. It also
should avoid exposing residents to external monitoring. Huang et al. survey points out
most essential qualities to be satisficed [18] as to attain safety.

Systems like smart homeadministration can attract consumerswith their convenience
features, togetherwith the expectations of savingmoney on things such as energy control.
However, they may open the door for hackers to exploit vulnerabilities and misuse
information. A recent study carried out in England shows the industry providing smart
home solutions has not yet offered consumers with enough evidence they can trust that
their home solutions will comply with the security and privacy standards they expect
[19]. Poorly managing security and privacy can expose vendors to legal disputes, which
is the price to pay by not observing social responsibility.

We advocate that software engineers should start investigating how to operationalize4

Ethics, Safety, Security, and Privacy requirements. They can either carry out literature
reviews to identify possible operationalizations for each NFR or use existing knowledge
bases that capture knowledge that can be reused [20]. One of our goals for future work
is to produce or improve existing knowledge bases representing them in the form of
Softgoal Interdependencies Goals (SIG) catalogues [21], for example, those proposed
by Zinovatna for Privacy and Transparency together [22]. There is empirical evidence
that the use of SIG catalogues helps to obtain an improved set of NFRs [20, 23, 24].

4 Recent work [31] brings an operationalization perspective on how to use goal models to define
systems considering privacy, security and trust.
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Fig. 1. A SIG with the Key NFRs for responsible software

All the NFRsmentioned
above alone will not
be enough to promote
trust in software. Trust
will only be achieved if
the software is transpar-
ent enough to demon-
strate its qualities to
consumers and illustrate
that the software is act-
ing accordingly to what
consumers expect from
it. In fact, Bachmann
et al. [25] point out that transparency is one of the critical issues for companies to
recover from a situation that led to a lack of trust by consumers. Furthermore, no matter
how well-designed software is, there will always be scenarios where failures, accidents,
and damageswill be inevitable. In these cases, transparent software can help to determine
responsibilities and deal with liabilities and civil and criminal implications. Software
Transparency implies that software will supply transparency not only of the data it has
used and manipulated but also on the process of development behind this software. Leite
and Cappelli provides a catalogue of transparency with a set of possible solutions to
build transparent software [28]. Cysneiros et al. point out that transparency may play
an essential role in the acceptance and willingness to buy and use self-driving cars. It
also illustrates how legal disputes are an important requirement in the self-driving car
domain, suggesting that transparency may play an important role in legal disputes [27].

Hence, we believe that legal disputes will certainly also be a requirement that will
often be necessary to be tackled in a pro-active manner delivering systems that make
use of AI, IofT, or cloud computing. Systems may have to embed ethical choices to
guide the reasoning behind decisions made by the software. Injuries, damages, or even
deaths resulting from these choices may result in both civil and criminal procedures [15].
On the other hand, in many cases manufacturers will be able to allow users to set their
own scenario for ethical and safety decisions which could shift the liability away from
software companies but may result in lower sales sparking fear in consumers to accept
the risk without totally understanding, or more importantly, trusting how this feature
would work. Systems that connect to several devices may be exposed to mal-function
due to failures that can go from problems in communication to the lack of appropriate
procedures to deal with mal-functions. This can also lead to legal disputes, and once
again, systems prepared to be transparent can mitigate the consequences of legal actions.

Summarizing, it is our understanding that to support a socially responsible software
development that can stimulate citizens/consumers to trust software embedded artifacts
that they will be using or buying, we must develop the software with a close look at
Ethics, Safety, Security and Privacy. These four NFRs should promote trust when the
software is developed, and theymust be transparent enough to demonstrate to consumers
that the software will meet their expectations for these four NFRs. Each of these NFRs,
whenmanagedwith Transparency, may have a positive impact on legal disputes that may
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arise due to suspect software behavior. In Fig. 1, a SIG maps the interactions among
Softgoals (NFRs) [21]; so Ethics, Safety, Privacy, and Security contribute positively
(Help) for Trust, but it needs Transparency to allow the contribution to be effective in
mitigating legal disputes. We certainly acknowledge that other NFRs will also play a
relevant role in distinct types of applications, like Reliability, for instance. Nevertheless,
we believe the NFRs illustrated in Fig. 1 is the anchor we need to carefully elicit and
model operationalizations for developing software, that people can trust.

4 Conclusion

Society has been changing and evolving at a fast pace. Ubiquitous computing, massive
social connection, and growing use of AI/ML (Machine Learning) quite often linked to
IofT concepts have been pushing software development to a new paradigm. In a recent
paper [8] Agrawal et al. stated: “Machine Learning models are software artifacts derived
from data”. More then ever, we can not afford to build software targeting one single
scenario of use. New software may have immense social impact with legal implications.
We need tomove our practice to embrace this new scenariowherewemust build software
that is trustworthy and can be accountable for behaving in a socially responsible way.

Our contribution relies on eliciting, from social sciences, basic qualities for socially
responsible software to be represented as SIG catalogues, anchored on the NFR Frame-
work [21]. We will be developing catalogues to capture as many as possible solutions
(operationalizations) to each NFR illustrated in Fig. 1. We aim to research systematic
ways to search and find satisficing solutions to each of the above NFRs and integrate
these solutions into a software reuse processes, taking in consideration how each possi-
ble solution will impact other NFRs. We will revisit and extend existing catalogues such
as Leite’s transparency [28] and Zinovatna’s privacy and transparency [22], as well as
exploring existing operationalizations, such as [31]. We will also focus on better under-
standing the implications of ethical concepts in the development of software and how it
would impact trust as well as its legal ramifications. That will lead to investigate personal
and group values that are closely related to ethics aspects [29].

At the core of our research, trust is the primary goal to be achieved. If consumers can
trust your company and, by extension, your products (software), they tend to become
loyal to your brand and refer your products to acquaintances, which in a social network
era can translate into benefits, avoiding legal disputes.
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