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Preface

This volume contains a selection of revised papers presented at Bench 2019: the
Second BenchCouncil International Symposium, held in November, 2019, in Denver,
CO, USA. To advance the state of the art of AI and other benchmarking, the
International Open Benchmark Council (BenchCouncil) has three fundamental
responsibilities. First, it releases influential benchmarks and index to prevent from
chaotic competitions within AI, computer, finance, education, medical, and other
technological industries. Second, it encourages data-driven, intelligence-inspired, and
benchmark-based quantitative approaches to tackling multi-disciplinary challenges.
Finally but not least, BenchCouncil incubates benchmark projects and hosts the
BenchCouncil benchmark projects, and further encourages reliable and reproducible
research using the BenchCouncil benchmark projects or incubator benchmark projects.

This year, BenchCouncil released four top level AI benchmarking projects,
including AIBench – a scenario-distilling benchmarking methodology and an AI
benchmark suite, HPC AI500 – a benchmark suite for HPC AI systems, Edge
AIBench – an end-to-end edge AI benchmark Suite, and AIoTBench – an AI
benchmark suite for benchmarking mobile and embedded device intelligence. Using
AIBench as baseline, BenchCouncil hosted the 2019 AI System and Algorithm
Challenge (http://www.benchcouncil.org/competitions.html) and organized the 2019
BenchCouncil International Symposium on Benchmarking, Measuring and Optimizing
(Bench 2019) (http://www.benchcouncil.org/bench19/index.html). The 2019 AI
Challenge consists of four challenge tracks: International AI System Challenge based
on RISC-V, International AI System Challenge based on Cambricon Chip,
International AI System Challenge based on X86 Platform, and International 3D Face
Recognition Algorithm Challenge. The Bench 2019 symposium solicits papers that
address hot topic issues in benchmarking, measuring, and optimizing systems. This
book includes 31 regular papers from the Bench 2019 conference, which were selected
from 79 submissions, yielding an acceptance rate of 39%. The tutorials about AI
benchmarks for datacenter (AIBench), edge (Edge AIBench), and HPC (HPC AI500)
were presented at the conference, but are not included in this book.

The call for papers for Bench 2019 attracted a number of high-quality submissions.
During a rigorous review process, in which each paper was reviewed by at least three
experts. In addition, we invited five keynote speakers, including Dr. Dan Stanzione
from The University of Texas at Austin; Prof. Dhabaleswar K. (DK) Panda from The
Ohio State University; Mr. Gilad Shainer from Mellanox; Prof. Geoffrey Fox from
Indiana University; and Prof. Felix Wolf from TU Darmstadt in Germany. Bench 2019
also hosted five invited talks, including Dr. Zheng Cao from Alibaba; Dr. Dong Li from
ICT, Chinese Academy of Sciences, and Seaway Technology Co., LTD.; Prof. Bo Wu
from Colorado School of Mines; Dr. Weijia Xu from The University of Texas at
Austin; and Dr. Gabriel Antoniu from Inria.

http://www.benchcouncil.org/competitions.html
http://www.benchcouncil.org/bench19/index.html


During the conference, BenchCouncil sponsored two awards to recognize important
contributions in the area of benchmarking, measuring, and optimizing. The
BenchCouncil Achievement Award recognizes a senior member who has made
long-term contributions to benchmarking, measuring, and optimizing. Prof. Dr. Tony
Hey, the Chief Data Scientist at Rutherford Appleton Laboratory STFC, was named the
2019 recipient of the International Open Benchmark Council (BenchCouncil)
Achievement Award. The BenchCouncil Best Paper Award is recognizes a paper
presented at the Bench conferences, which demonstrates potential impact on research
and practice in benchmarking, measuring, and optimizing. Khaled Ibrahim, Samuel
Williams, and Leonid Oliker from Lawrence Berkeley National Laboratory received
the Bench 2019 Best Paper Award for their paper: “Performance Analysis of GPU
Programming Models using the Roofline Scaling Trajectories.” In addition,
13 challenge teams from Georgia Institute of Technology, The Ohio State University,
Google, etc., were honored with the 2019 AI Challenge Awards.

We are very grateful to the efforts of all authors related to writing, revising, and
presenting their papers at Bench 2019 conference. We appreciate the indispensable
support of the Bench 2019 Program Committee and thank them for their efforts and
contributions in maintaining the high standards of the Bench 2019 symposium.

February 2020 Wanling Gao
Jianfeng Zhan
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BenchCouncil Achievement Award

Tony Hey

Rutherford Appleton Laboratory STFC

Tony Hey has a doctorate in particle physics from the
University of Oxford. After a career in physics that inclu-
ded research positions at Caltech, MIT and CERN, and a
professorship at the University of Southampton, he became
interested in parallel computing and moved into computer
science. His group was one of the first to build and explore
the development of parallel software for message-passing
distributed memory computers. He was one of the authors
of the first draft of the MPI message-passing standard. Tony
led the UK eScience initiative in 2001 before joining
Microsoft in 2005 as Vice-President for Technical Com-
puting. He returned to work in the UK in 2015 as Chief
Data Scientist at the Rutherford Appleton Laboratory and
leads the ‘Scientific Machine Learning’ group. Tony is a
fellow of the Association for Computing Machinery, the
American Association for the Advancement of Science, and
the Royal Academy of Engineering.

Prof. Hey was honored for foundational contributions
to distributed memory parallel machines, message-passing
systems, and AI for sciences. Prof. Hey devised the first
parallel benchmark suite – the ‘Genesis’ benchmarks – for
performance evaluation of distributed memory parallel
machines, and recently launches a large-scale data science
benchmark.



Benchmarking Supercomputers
in the Post-Moore Era

Dan Stanzione

The University of Texas at Austin

Abstract: In this talk, we will cover the increasing gaps between headline
performance and application performance on Frontera and the last several
generations of TACC supercomputers. We will also discuss the challenges of
developing a new benchmark suite for the upcoming Leadership-Class
Computing Facility, and solicit community input on capability benchmarks.

Bio: Dr. Dan Stanzione, Associate Vice President for
Research at The University of Texas at Austin since 2018
and Executive Director of the Texas Advanced Computing
Center (TACC) since 2014, is a nationally recognized
leader in high performance computing. He is the principal
investigator (PI) for a National Science Foundation
(NSF) grant to deploy Frontera, which is the fastest
supercomputer at any U.S. university. Stanzione is also the
PI of TACC’s Stampede2 and Wrangler systems, super-
computers for high performance computing and for
data-focused applications, respectively. For six years he
was co-PI of CyVerse, a large-scale NSF life sciences
cyberinfrastructure. Stanzione was also a co-PI for TACC’s
Ranger and Lonestar supercomputers, large-scale NSF
systems previously deployed at UT Austin. Stanzione
received his bachelor’s degree in electrical engineering and
his master’s degree and doctorate in computer engineering
from Clemson University.



Benchmarks and Middleware for Designing
Convergent HPC, Big Data and Deep Learning

Software Stacks for Exascale Systems

Dhabaleswar K. (DK) Panda

The Ohio State University

Abstract: This talk will focus on challenges in designing benchmarks and
middleware for convergent HPC, Deep Learning, and Big Data Analytics
Software stacks for Exascale systems with millions of processors and acceler-
ators. For the HPC domain, we will discuss about the OSU Micro-Benchmarks
(OMB) Suite and associated middleware for designing runtime environments for
MPI+X programming models by taking into account support for multi-core
systems (x86, OpenPOWER, and ARM), high-performance networks, and
GPGPUs (including GPUDirect RDMA). Features and sample performance
numbers from the MVAPICH2 libraries (http://mvapich.cse.ohio-state.edu) will
be presented. An overview of RDMA-based designs for Hadoop (HDFS,
MapReduce, RPC, and HBase), Spark, and Memcached, together with the OSU
HiBD benchmarks (http://hibd.cse.ohio-state.edu) will be presented for Big Data
Analytics. For the Deep Learning domain, we will focus on a set of different
benchmarks and profiling tools to deliver scalable DNN training with Horovod
and TensorFlow using MVAPICH2-GDR MPI library (http://hidl.cse.ohio-state.
edu).

Bio: Dhabaleswar K. (DK) Panda is a Professor and
University Distinguished Scholar of Computer Science and
Engineering at The Ohio State University. He has pub-
lished over 450 papers in the area of high-end computing
and networking. The MVAPICH2 (High Performance MPI
and PGAS over InfiniBand, Omni-Path, iWARP, and
RoCE) libraries, designed and developed by his research
group (http://mvapich.cse.ohio-state.edu), are currently
being used by more than 3,025 organizations worldwide (in
89 countries). More than 600,000 downloads of this soft-
ware have taken place from the project’s site. This software
is empowering several InfiniBand clusters (including the
3rd, 5th, 8th, 15th, 16th, 19th, and 31st ranked ones) in the
TOP500 list. The RDMA packages for Apache Spark,
Apache Hadoop, and Memcached together with OSU
HiBD benchmarks from his group (http://hibd.cse.ohio-
state.edu) are also publicly available. These libraries are

http://mvapich.cse.ohio-state.edu
http://hibd.cse.ohio-state.edu
http://hidl.cse.ohio-state.edu
http://hidl.cse.ohio-state.edu
http://mvapich.cse.ohio-state.edu
http://hibd.cse.ohio-state.edu
http://hibd.cse.ohio-state.edu


currently being used by more than 315 organizations in 35
countries. More than 31,300 downloads of these libraries
have taken place. High-performance and scalable versions
of the Caffe and TensorFlow framework are available from
https://hidl.cse.ohio-state.edu. Prof. Panda is an IEEE
Fellow. More details about Prof. Panda are available at
http://www.cse.ohio-state.edu/ panda.

xiv D. K. (DK) Panda

https://hidl.cse.ohio-state.edu
http://www.cse.ohio-state.edu/


InfiniBand In-Network Computing Technology
for Scalable HPC/AI

Gilad Shainer

Mellanox

Abstract: The ever-increasing demands for higher computation performance
drive the creation of new datacenter accelerators and processing units. Previ-
ously CPUs and GPUs were the main sources for compute power. The expo-
nential increase in data volume and in problems complexity, drove the creation
of a new processing unit the I/O processing unit or IPU. IPUs are interconnect
elements that include In-Network Computing engines, engines that can partic-
ipate in the application run time, and analyze application data as it being
transferred within the data center, or at the edge. The combination of CPUs,
GPUs, and IPUs, creates the next generation of data center and edge computing
architectures. The first generations of IPUs are already in use in leading HPC
and Deep learning data centers, have been integrated into multiple MPI
frameworks, NVIDIA NCCL, Charm++, and others, and have demonstrated
accelerate performance by nearly 10X.

Bio: Gilad Shainer serves as Mellanox’s Senior Vice
President of Marketing, focusing on high-performance
computing. Mr. Shainer joined Mellanox in 2001 as a
design engineer and later served in senior marketing man-
agement roles since 2005. Mr. Shainer serves as the
chairman of the HPC-AI Advisory Council organization, he
serves as the president of UCF and CCIX consortiums, a
board member in the OpenCAPI and OpenFabrics organi-
zations, a member of IBTA and contributor to the PCISIG
PCI-X and PCIe specifications. Mr. Shainer holds multiple
patents in the field of high-speed networking. He is a
recipient of 2015 R&D100 award for his contribution to the
CORE-Direct In-Network Computing technology and the
2019 R&D100 award for his contribution to the UCX
technology. Gilad Shainer holds MSc degree and BSc
degree in Electrical Engineering from the Technion Insti-
tute of Technology in Israel.



Benchmarking Perspectives on Emerging HPC
Workloads

Geoffrey Fox

Indiana University

Bio: Geoffrey Charles Fox (https://www.engineering.
indiana.edu/, http://www.dsc.soic.indiana.edu/, gcf@indi-
ana.edu). Fox received a PhD in Theoretical Physics from
Cambridge University where he was Senior Wrangler. He is
now a distinguished Professor of Engineering, Computing,
and Physics at Indiana University where he is director of the
Digital Science Center. He previously held positions at
Caltech, Syracuse University, and Florida State University
after being a postdoc at the Institute for Advanced Study at
Princeton, Lawrence Berkeley Laboratory, and Peterhouse
College Cambridge. He has supervised the PhD of 73
students and published around 1,300 papers (over 500 with
at least 10 citations) in physics and computing with an
hindex of 78 and over 35,000 citations. He is a Fellow of
APS (Physics) and ACM (Computing) and works on the
interdisciplinary interface between computing and applica-
tions. Current work is in Biology, Pathology, Sensor Clouds
and Ice-sheet Science, Image processing, Deep Learning,
and Particle Physics. His architecture work is built around
High-performance Computing enhanced Software Defined
Big Data Systems on Clouds and Clusters. The analytics
focuses on scalable parallel machine learning. He is an
expert on streaming data and robot-cloud interactions. He is
involved in several projects to enhance the capabilities of
Minority Serving Institutions. He has experience in online
education and its use in MOOCs for areas like Data and
Computational Science.

https://www.engineering.indiana.edu/
https://www.engineering.indiana.edu/
http://www.dsc.soic.indiana.edu/


Lightweight Requirements Engineering
for Exascale Co-design

Felix Wolf

Department of Computer Science of TU Darmstadt, Germany

Abstract: Given the tremendous cost of an exascale system, its architecture
must match the requirements of the applications it is supposed to run as pre-
cisely as possible. Conversely, applications must be designed such that building
an appropriate system becomes feasible, motivating the idea of co-design. In this
process, a fundamental aspect of the application requirements are the rates at
which the demands for different resources grow as a code is scaled to a larger
machine. However, if the anticipated scale exceeds the size of available plat-
forms this demand can no longer be measured. This is clearly the case when
designing an exascale system. Moreover, creating analytical models to predict
these requirements is often too laborious especially when the number and
complexity of target applications is high. In this paper, we show how automated
performance modeling can be used to quickly predict application requirements
for varying scales and problem sizes.

Bio: Felix Wolf is Full Professor at the Department of
Computer Science of TU Darmstadt in Germany, where he
leads the Laboratory for Parallel Programming. He works
on methods, tools, and algorithms that support the devel-
opment and deployment of parallel software systems in
various stages of their life cycle. Prof. Wolf received his
PhD degree from RWTH Aachen University in 2003. After
working more than two years as a postdoc at the Innovative
Computing Laboratory of the University of Tennessee, he
was appointed research group leader at Jülich Supercom-
puting Centre. Between 2009 and 2015, he was head of the
Laboratory for Parallel Programming at the German
Research School for Simulation Sciences in Aachen and
Full Professor at RWTH Aachen University. Prof. Wolf has
published more than a hundred refereed articles on parallel
computing, several of which have received awards.



FloraBench: An End-to-End Application
Benchmark Suite for Datacenter

Zheng Cao

Alibaba

Abstract: The topic is FloraBench: an end-to-end application benchmark suite
for datacenter. This talk abstracts the realistic application scenario of Alibaba
and provides an application benchmark for datacenter computing – FloraBench.
This Benchmark aims to identify the characteristics and bottlenecks of business
E-commerce applications, and further optimize the performance of large-scale
clusters.

Bio: Dr. Zheng Cao is a Senior Staff Engineer of the
Alibaba Group and leads the architecture team of Alibaba
Infrastructure Service BU. He received his PhD from ICT,
Chinese Academy of Sciences. Before joining Alibaba
Group, he served as a Professor at the Institute of
Computing Technology, CAS and was one of the core
architects of Dawning 5000, Dawning 6000 (ranked the
2nd in the TOP500 list), and Dawning 7000 supercomputer
systems. His team is working on the Alibaba’s workload
analysis, software-hardware codesign, and datacenter
architecture. He is a member of Advanced Computing
Expert Committee, and Blockchain Expert Committee of
China Computer Federation.



Towards Benchmarking AIOT Device Based
on MCU

Dong Li

ICT, Chinese Academy of Sciences Seaway Technology Co., Ltd.

Abstract: The topic is “Towards Benchmarking AIOT Device based on MCU”.
This talk introduces MCU-based AIOT device and discusses the benchmarking
requirements and goals. Seaway RTOS for AIOT devices provide KB-level
Seaway RTOS kernel, KB-level runtime, and KB-level EdgeStack, and allow
only one application for the whole end-Edge-cloud system.

Bio: Dr. Dong Li is an Associate Professor at Wireless
Sensor Network Laboratory, ICT, Chinese Academy of
Sciences and Seaway Technology Co., Ltd.



Harmonizing High-Level Abstraction and High
Performance for Graph Mining

Bo Wu

Colorado School of Mines

Abstract: Graph mining algorithms that aim at identifying structural patterns in
graphs are typically more complex than graph computation algorithms such as
breadth first search. Researchers have implemented several systems with
high-level and flexible interfaces customized for tackling graph mining prob-
lems. However, we found that for triangle counting, one of the simplest graph
mining problems, such systems can be several times slower than a
single-threaded implementation of a straightforward algorithm. In this talk, I will
reveal the root causes of the severe inefficiency of state-of-the-art graph mining
systems and the challenges to address the performance problems. I will describe
AutoMine, a system we developed to automatically generate both specialized
algorithms and high-performance low-level code for arbitrary patterns.

Bio: Bo Wu is an Associate Professor in the Department of
Computer Science at Colorado School of Mines. His
research focuses on leveraging compiler and runtime
techniques to build efficient software systems for
large-scale graph analytics and machine learning applica-
tions on heterogeneous platforms. He received the Best
Paper Award at SC’15, an NSF CRII Award, an NSF Early
Career Award, and an NSF SPX Award.



Deep Learning on HPC: Performance Factors
and Lessons Learned

Weijia Xu

The University of Texas at Austin

Abstract: In this talk, we report several ongoing efforts for deploying and
running deep learning applications using high performance computing clusters
at Texas Advanced Computing Center. From both lessons learned through
practices and designed experiments, we discuss several factors affecting the deep
learning performances, both accuracy and execution time, at various stages of
analysis pipeline from low level data storage to high level deep learning
framework. The talk will end with discussions and future outlooks on devel-
opment, deployment, and benchmark deep learning applications at scale.

Bio: Dr. Weijia Xu is a research scientist and lead the
Scalable Computational Intelligence group at Texas
Advanced Computing Center at The University of Texas at
Austin. He received his PhD from Computer Science
Department at UT Austin and has been an experienced data
scientist. Dr. Xu’s main research interest is to enable
data-driven discoveries through developing new computa-
tional methods and applications that facilitate the
data-to-knowledge transfer process. Dr. Xu leads the group
that supports large scale data driven analysis and machine
learning applications using computing resources at TACC.
His projects have been funded through various federal and
state agencies including NIH, NSF, City of Austin, and
USDA. He has served in Program Committees for several
workshops and conferences in Big Data, Cloud Computing,
and HPC areas.



Towards a Methodology for Benchmarking
Edge Processing Frameworks

Gabriel Antoniu

Inria

Abstract: With the spectacular growth of the Internet of Things, edge pro-
cessing emerged as a relevant means to offload data processing and analytics
from centralized Clouds to the devices that serve as data sources (often provided
with some processing capabilities). While a large plethora of frameworks for
edge processing were recently proposed, the distributed systems community has
no clear means today to discriminate between them. Some preliminary surveys
exist, focusing on a feature-based comparison. We claim that a step further is
needed, to enable a performance-based comparison. To this purpose, the defi-
nition of a benchmark is a necessity. In this talk, we make this step by discussing
the definition of a methodology for benchmarking Edge processing frameworks.

Bio: Dr. Gabriel Antoniu is a Senior Research Scientist at
Inria, Rennes. He leads the KerData research team, focus-
ing on storage and I/O management for Big Data process-
ing on scalable infrastructures (clouds, HPC systems). His
main current interests regard HPC-Big Data convergence
for data storage and processing aspects. He currently serves
as Vice Executive Director of JLESC – Joint Inria-Illinois-
ANL-BSC-JSC-RIKEN/AICS Laboratory for Extreme-
Scale Computing on behalf of Inria. He received his PhD
degree in Computer Science in 2001 from ENS Lyon. He
leads several international projects in partnership with
Microsoft Research, IBM, Argonne National Lab, the
University of Illinois at Urbana Champaign, and Huawei.
He served as program chair for the IEEE Cluster conference
in 2014 and 2017 and regularly serves as a Program
Committee member of major conferences in the area of
HPC, Cloud Computing and Big Data (SC, HPDC,
CCGRID, Cluster, Big Data, etc.). He has acted as advisor
for 19 PhD theses and has co-authored over 140 interna-
tional publications in the aforementioned areas.
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