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Abstract. A (finite or infinite) word is said to be k-th power-free if it
does not contain k consecutive equal blocks. A colouring of the integer
lattice points in the n-dimensional Euclidean space is power-free if there
exists a positive integer k such that the sequence of colours of consecutive
points on any straight line is a k-th power-free word. The Thue threshold
of Zn is the least number of colours t(n) allowing a power-free colouring
of the integer lattice points in the n-dimensional Euclidean space.

Answering a question of Grytczuk (2008), we prove that t(2) = t(3) =
2. Moreover, we show the existence of a 2-colouring of the integer lattice
points in the Euclidean plane such that the sequence of colours of con-
secutive points on any straight line does not contain squares of length
larger than 26.

In order to obtain these results, we study repetitions in Toeplitz words.
We show that the Toeplitz word generated by any sequence of primitive
partial words of maximal length k is k-th power-free. Moreover, adding
a suitable hypothesis on the positions of the holes in the generating
sequence, we obtain that also the subwords occurring in the considered
Toeplitz word according to an arithmetic progression of suitable differ-
ence, are k-th power-free words.

Keywords: Power-free word · Toeplitz word · Partial word · Word
with bounded square · Thue threshold · Arithmetic subword

1 Introduction

The study of repetitions in words has been one of the main fields of interest
in Combinatorics on Words since its origins [6,20,21]. This subject has several
applications in other fields such as Algebra, Symbolic Dynamics, Game Theory.

Let k be a positive integer. We recall that a word is said to be k-th power-
free if it does not contain k consecutive equal blocks. For instance, the word
“barbarian” is not square-free, since it contains two consecutive occurrences of
the block “bar”, while it is cube-free. It is known that there exist cube-free
infinite words over a two-letter alphabet and square-free infinite words over a
three-letter alphabet [20].
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In [8], one of the authors considered the following multidimensional exten-
sion of k-th power-freeness, suggested by J. Berstel. Consider a colouring of the
integer lattice points in the n-dimensional Euclidean space, with finitely many
colours. Such a colouring will be called k-th power-free if the sequence of colours
of consecutive points on any straight line is an infinite k-th power-free word. The
main result of [8] is the existence of a square-free colouring of the integer lattice
points in the n-dimensional Euclidean space, for all positive integer n.

The minimum number of colours C(n) required for such a colouring is actu-
ally unknown. While the construction of [8] uses 4n colours, recently [16] it has
been shown that C(n) ≥ 9 · 2n−2, for all n ≥ 2. Kao et al. [15] used a smaller
number of colours to build k-th power-free colourings of the integer lattice points
of the plane, with k > 2. In this context, an interesting notion is the Thue thresh-
old, introduced by Grytczuk [13]. A colouring of the integer lattice points in the
n-dimensional Euclidean space is power-free if it is k-th power-free for some posi-
tive k. The Thue threshold of Zn is the minimum number of colours t(n) needed
for such a colouring. One of the problems proposed by Grytczuk asks for the
value of t(n), at least in the case n = 2. The existence of infinite cube-free words
on a binary alphabet shows that t(1) = 2. The results of [15] quoted above imply,
in particular, that t(2) ≤ 4 and, more generally, t(n) ≤ 2n. On the other side, it
is clear that t(n) ≥ 2 for all n. In this paper, we will show that t(2) = t(3) = 2.
More precisely, we construct a 9-th power-free 2-colouring of the 3-dimensional
Euclidean space and an 8-th power-free 2-colouring of the Euclidean plane. In
view of these results, we conjecture that t(n) = 2 for all positive n.

Another notion very close to power-freeness is that of bounded repetition.
An infinite word is said to have bounded repetition if the length of the squares
occurring in it is upperbounded by a constant. An infinite word with bounded
repetition over a binary alphabet has been given in [10]. Further examples can
be found, for instance, in [1,11,19]. Similarly to the Thue threshold, one can
introduce the bounded repetition threshold as follows. A colouring of the integer
lattice points in the n-dimensional Euclidean space is said to have bounded
repetition if the length of the squares occurring in it is upperbounded by a
constant. The minimum number of colours needed for such a colouring will be
called the bounded repetition threshold of Zn. We will show that the bounded
repetition threshold of Z2 is 2.

Now we describe some of the tools used for the construction of the power-free
colourings considered above. According to [4], we call arithmetic subsequence (of
difference d) of an infinite word the subsequence obtained by extracting the let-
ters which are positioned according to an arithmetic progression of difference d.
The study of infinite words whose arithmetic subsequences, for some prescribed
difference, are power-free has been started in [8]. Further results on this subject
can be found in [9,15]. In [8] it is shown that there exists an infinite word on
a 4-letter alphabet such that all its arithmetic subsequences of odd difference
are square-free. As noticed in [15] this word is related to paperfolding words.
There is a large literature on paperfolding words and on the more general class
of Toeplitz words (see, e.g., [1,3,14,18,19] and the references therein). Avgusti-
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novich et al. [4] showed that the factors of arithmetic subsequences of odd differ-
ence of paperfolding words are themselves factors of paperfolding words. Since
all paperfolding words are 4-th power-free [1], one obtains that arithmetic sub-
sequences of odd difference of paperfolding words are 4-th power-free words.

In this paper we study in more details power-freeness of Toeplitz words and
of their arithmetic subwords, obtaining some extension of the results above. In
order to describe our results, we recall some further notion. Partial words were
introduced by Berstel and Boasson [5] in order to study some extension of the
Fine and Wilf Periodicity Theorem. Roughly speaking, a partial word is a word
such that the letters in some positions (called holes) are unknown. Primitive par-
tial words have been studied by Blanchet-Sadri [7]. Given a sequence of partial
words s(n), n ≥ 1, one can construct an infinite word as follows: first concate-
nate infinitely many copies of s(1), thus obtaining an infinite word with holes;
next, ordinately replace the holes by the letters of the infinite word obtained
by concatenating infinitely many copies of s(2), thus obtaining a new infinite
word with holes; and so on. . . If there are infinitely many n such that s(n) does
not start with a hole, then the previous construction converges to an infinite
word with no hole, which is called the Toeplitz word generated by the sequence
s(n). We will show that, if the words s(n), n ≥ 1, are primitive partial words of
maximal length k, then the generated Toeplitz word is k-th power-free. Concern-
ing the arithmetic subsequences of Toeplitz words, we prove a useful structural
property. If the positions of the holes in the words of the generating sequence
of a Toeplitz word U satisfy a suitable hypothesis and d is an integer relatively
prime with their lengths, then any arithmetic subsequence of difference d of U
is a Toeplitz word and its generating sequence can be obtained by rearranging
the letters of the generating sequence according to a particular rule. We notice
that some results related to this one can be found in [4,12].

As a consequence of the two previous results, we obtain that if U is a Toeplitz
word generated by a sequence of primitive partial words of maximal length k
satisfying the condition on the position of the holes considered above, if q is
the least common multiple of the lengths of the generating words, and if d is
any integer which is not a multiple of q, then all arithmetic subsequences of U
of difference d are k-th power-free. This last result gives us a powerful tool to
construct words with power-free arithmetic subsequences.

The paper is organized as follows. In the next section we recall some basic
definitions and properties needed in the sequel. In Sect. 3 we establish the result
on power-freeness of Toeplitz words generated by primitive partial words. Arith-
metic subsequences of Toeplitz words are studied in Sect. 4. In Sect. 5 we prove
that the Thue threshold of Z

3 is 2 and in Sect. 6 we prove that the bounded
square threshold of Z2 is 2. Finally, in Sect. 7 we discuss some open problems.

2 Preliminaries

Let A be a finite nonempty set, or alphabet, and A∗ be the free monoid generated
by A. The elements of A are usually called letters and those of A∗ words. The
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identity element of A∗ is called empty word and denoted by ε. We set A+ =
A∗ \ {ε}. A word w ∈ A+ can be written uniquely as a sequence of letters as
w = w1w2 · · · wn, with wi ∈ A, 1 ≤ i ≤ n, n > 0. The integer n is called the
length of w and denoted by |w|. All words wiwi+1 · · · wj with 1 ≤ i ≤ j ≤ n are
called factors of w. A period of the word w is any positive integer p such that
wi = wi+p for all i = 1, 2, . . . , n − p. For all n ≥ 0, the set of all words of length
n on the alphabet A is denoted by An.

Let k be a positive integer. Any word of the form uk, with u �= ε, is called a
k-th power. In particular, 2-nd and 3-rd powers are usually called squares and
cubes. As is known, a word w is a k-th power if and only if w has a period p
such that |w| = kp. A word is primitive if it is not a k-th power, for all k ≥ 2.

An infinite word U on the alphabet A is any unending sequence of letters.
For all n ≥ 1, we let Un denote the n-th letter of the infinite word U . Thus,
U = U1U2 · · · Un · · · . The set of infinite words on the alphabet A is denoted by
Aω. A bi-infinite word on the alphabet A is any map V : Z → A, where Z denotes
the semiring of relative integers. The image of any n ∈ Z by V is denoted by Vn.
The factors of an infinite (resp., bi-infinite) word U are the words UiUi+1 · · · Uj

with 1 ≤ i ≤ j (resp., i, j ∈ Z and i ≤ j). A period of an infinite (resp., bi-
infinite) word U is any positive integer p such that Ui = Ui+p for all i ≥ 1
(resp., i ∈ Z). If s is a finite word, we let sω denote the infinite word obtained
by concatenating infinitely many copies of s.

A (finite or infinite or bi-infinite) word is said to be k-th power-free if none
of its factors is a k-th power.

Let U be an infinite word, and i and d be two positive integers. The infinite
word V = UiUi+dUi+2d · · · Ui+nd · · · is called an arithmetic subsequence of U of
difference d. Any factor of any arithmetic subsequence of U of difference d is
said to be an arithmetic subword of U of difference d. Arithmetic subsequences
and subwords of bi-infinite words can be defined similarly.

Let A be a k-letter alphabet and n be a positive integer. Any map α : Zn → A
will be called a k-colouring of the lattice points of the n-dimensional space, or,
briefly, a Z

n-word. A bi-infinite word V is a line of α if there exist integers
j1, . . . , jn,m1, . . . ,mn ∈ Z such that gcd(m1, . . . ,mn) = 1 and

Vq = α(j1 + qm1, . . . , jn + qmn) for all q ∈ Z.

This definition [8] is motivated by the fact that, as one can easily verify, the
lines of α are the sequences of letters corresponding to the integer lattice points
of the n-dimensional space R

n which lie on a same straight line. For instance, if
α is the ‘chessboard coloring’ of the plane, that is the 2-coloring of Z2 defined
by α(x, y) = x + y mod 2, then its lines are the bi-infinite words

· · · 01010101 · · · , · · · 00000000 · · · and · · · 11111111 · · ·
Indeed, the first one corresponds to all straight lines with directive numbers
(m1,m2) with m1 + m2 odd, while the other two correspond to the straight
lines with directive numbers (m1,m2) where both m1 and m2 are odd and,
consequently, m1 + m2 is even.
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3 Repetitions in Toeplitz Words

Partial words were introduced by Berstel and Boasson [5]. We call partial word
over the alphabet A any word over the alphabet A∪{?}, where ? is a distinguished
letter, not belonging to A. The occurrences of ? in a partial word are usually
called holes. Let x and y be partial words. We say that x is contained in y and
we write x ⊂ y, if the partial word y can be obtained from x replacing some hole
by letters of A. A partial word x is primitive if there do not exist another partial
word z and an integer n ≥ 2 such that x ⊂ zn. For instance, if x = ab??ab?a
and y = ab?bab?a, then one has x ⊂ y. The word x is not primitive, since
x ⊂ (abaa)2, while the word y is primitive.

The following proposition is a slight modification of a result of [5]. The proof
is identical.

Proposition 1. Let x and y be partial words. One has xk ⊂ y� for some integers
k, � if and only if x ⊂ zn and zm ⊂ y for some partial word z and integers n,m.

The following is a straightforward consequence of the previous proposition.

Corollary 1. Let x be a primitive partial word. If one has xk ⊂ y� for some
partial word y and integers k, �, then xm ⊂ y for some integer m.

The following proposition [7] will be useful in the sequel.

Proposition 2. Let x and y be partial words. If xy is primitive, then yx is
primitive.

Now, we recall the notion of Toeplitz word [14]. Let U be an infinite word
over the alphabet A ∪ {?} containing infinitely many holes and s be a partial
word over the alphabet A ∪ {?}. We let Ts(w) denote the infinite word obtained
by ordinately replacing in U the holes by the letters of sω. For instance, if
U = (aa?)ω and s = b?c?, then Ts(U) = (aabaa?aacaa?)ω.

Now, let s(n), n ≥ 1 be a sequence of non-empty partial words over the
alphabet A. We suppose that each word s(n) contains at least one hole and that
there are infinitely many n such that the initial letter of s(n) is not a hole. We
define a sequence of periodic words as follows:

U (0) = ?ω, U (n) = Ts(n)(U (n−1)), n ≥ 1. (1)

Our assumption on the initial letters of s(n) ensures that the sequence U (n) con-
verges to an infinite word U ∈ Aω. It will be called the Toeplitz word generated
by the sequence s(n). The following lemma, whose proof is left to the reader, will
be useful in the sequel.

Lemma 1. Let U be the Toeplitz word generated by a sequence s(n), n ≥ 1 and
V be the Toeplitz word generated by the sequence s(n), n ≥ 2. Then U can be
obtained by ordinately replacing in (s(1))ω the holes by the letters of V .

Now, we are ready to state the main result of this section.
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Theorem 1. Let U be the Toeplitz word generated by a sequence s(n), n ≥ 1. If
all s(n) are primitive partial words of maximal length k, then U is k-th power-
free.

Proof. We suppose, by contradiction, that U contains a k-th power uk, with
u ∈ A+. With no loss of generality, we assume that uk is the shortest k-th power
occurring in any Toeplitz word satisfying the statement.

The proof requires several steps. The first one consists in showing that |u| is
a multiple of |s(1)|.

Indeed, set s = s(1), p = |s|, q = |u|. By the construction of U , there is a
factor v of U (1) = sω such that v ⊂ up. Since |v| = pq, one derives that s = xy
and v = (yx)q for some partial words x, y. Hence, in view of Proposition 2 and
Corollary 1, one has (yx)m ⊂ u, for a suitable integer m. Replacing the words
by their lengths, one has mp = q, which proves our claim.

As a second step, we show that the word V generated by the sequence s(n),
n ≥ 2, also contains a k-th power.

Let h be the integer such that uk = UhUh+1 · · · Uh+kq−1 and i1, i2, . . . , it be
the positions of the holes of sω in the interval [h, h+kq−1]. In view of Lemma 1,
the word w = Ui1Ui2 · · · Uit

is a factor of V . We shall verify that w is a k-th
power. Indeed, let � denote the number of holes in sm. Then each factor of sω

of length q = mp contains exactly � holes. One derives, in particular, t = k�.
Moreover, one has

ij+� = ij + q, j = 1, 2, . . . , t − q.

Taking into account that q is a period of the word UhUh+1 · · · Uh+kq−1 = uk, one
obtains Uij

= Uij+�
, j = 1, 2, . . . , t − q. This proves that w has period �. Since

|w| = t = k�, we conclude that w = zk, for some word z of length �.
By the minimality of u, one derives � ≥ q = |sm|. But s can contain at most

p − 1 holes, so that � ≤ m(p − 1) < q. This leads to a contradiction. 	

Example 1. A Toeplitz word generated by a sequence of words s(n) ∈ {

0?1?,
1?0?

}
, n ≥ 1, is called a paperfolding word. By Theorem 1, one derives the

known fact [2] that paperfolding words are 4-th power-free.
Let s(n) = 01? for all n ≥ 1. The Toeplitz word generated by the sequence

s(n) is cube-free. More generally, if p > 2 and r(n) = 0p−21? for all n ≥ 1, then
the Toeplitz word generated by the sequence r(n) is p-th power-free.

4 Arithmetic Subsequences of Toeplitz Words

A permutation σ of the set {1, 2, . . . , n} will be called arithmetic if there exists
an integer d such that

σ(i + 1) ≡ σ(i) + d (mod n), i = 1, 2, . . . , n − 1.

One easily verifies that, in such a case, one has σ(j) − σ(i) ≡ (j − i)d (mod n),
for all i, j ∈ {1, 2, . . . , n}. Moreover, the composition of arithmetic permutations
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is an arithmetic permutation. Thus, the set of all arithmetic permutations is a
subgroup of the symmetric group on n objects.

Now, let x and y be two words of length n. We say that x and y are arith-
metically conjugate and we write x ≈ y if there exists an arithmetic permutation
σ of {1, 2, . . . , n} such that

x = x1x2 · · · xn, y = xσ(1)xσ(2) · · · xσ(n), (2)

with x1, x2, . . . , xn letters. Roughly speaking, x and y are arithmetically conju-
gate if y is obtained by rearranging the letters of x according to an arithmetic
permutation. Taking into account that by composing (or inverting) arithmetic
permutations one obtains an arithmetic permutation, one easily checks that the
relation ≈ is an equivalence relation.

The following statement extends Proposition 2 to the case of arithmetic con-
jugacy. For the sake of brevity, the proof is omitted .

Proposition 3. Let x, y ∈ A∗ be arithmetically conjugate partial words. Then
x is primitive if and only if y is primitive.

The following lemma shows a useful application of arithmetic conjugacy to
the analysis of arithmetic subsequences of periodic words.

Lemma 2. Let s be a word of length p and V be an arithmetic subsequence of
difference d of the word sω. If d and p are coprime, then there exists a word r
such that

r ≈ s and V = rω.

We will study Toeplitz words with a generating sequence whose elements lie
in the set

P =
⋃

0≤i≤�

Ai?(A�?)∗A�−i. (3)

Arithmetic subwords of Toeplitz words of this type have been studied in [4,
12] as they are prototypes of uniformly recurrent words with linear arithmetic
complexity. In this section, we will investigate in more details the relationship
between a Toeplitz word with a generating sequence whose elements are in P
and its arithmetic subsequences.

Let U be an infinite word over the alphabet A ∪ {?}. The sequence of the
integers i such that Ui = ?, in increasing order, will be called the hole sequence
of U . One easily verifies that one has s ∈ P if and only if the hole sequence
of sω is an arithmetic progression whose difference divides |s(n)|. The following
lemma shows that, in the case of our interest, the hole sequences of the words
approximating a Toeplitz word are, in fact, arithmetic progressions.

Lemma 3. For all n ≥ 1, let s(n) ∈ P . Then, for all n ≥ 0, the hole sequence of
the infinite word U (n) defined by (1) is an arithmetic progression whose difference
divides the number

∏n
i=1 |s(i)|.



Repetitions in Toeplitz Words and the Thue Threshold 271

Now we are ready to prove the main result of this section.

Theorem 2. Let U be the Toeplitz word generated by a sequence of words s(n) ∈
P , n ≥ 1 and V be an arithmetic subsequence of U of difference d. If one has
gcd(d, |s(n)|) = 1 for all n ≥ 1, then V is a Toeplitz word with a generating
sequence r(n) such that for all n ≥ 1, r(n) ≈ s(n).

Proof. Let (im)m≥1 be the arithmetic progression of difference d such that

V = Ui1 Ui2 · · · Uim
· · · .

Moreover, for all n ≥ 0, let U (n) be the infinite word defined by (1) and V (n)

be the arithmetic subsequence V (n) = U
(n)
i1

U
(n)
i2

· · · U
(n)
im

· · · . Fix n ≥ 1, let
(hm)m≥1 be the hole sequence of U (n−1) and (hjm

)m≥1 be the subsequence of
the elements occurring also in the arithmetic progression (im)m≥1. In view of
Lemma 3, (hm)m≥1 is an arithmetic progression whose difference � is coprime
with d. From this fact, one easily derives that (hjm

)m≥1 is an arithmetic pro-
gression of difference d�. This implies that (jm)m≥1 is an arithmetic progression
of difference d.

Let W be the arithmetic subsequence of (s(n))ω obtained by taking the letters
of position jm, m ≥ 1. By Lemma 2, there is a partial word r(n) such that
r(n) ≈ s(n) and W = (r(n))ω. Since the word U (n) is obtained by ordinately
replacing the holes of U (n−1) by the letters of (s(n))ω, the word V (n) will be
obtained by ordinately replacing the holes of V (n−1) by the letters of W , that is
V (n) = Tr(n)(V (n−1)).

One easily verifies that the sequence V (n) converges to V , so that V is the
Toeplitz word with generating sequence r(n), n ≥ 1. 	


From Theorems 1 and 2 and Proposition 3, one easily derives the following

Corollary 2. Let U be the Toeplitz word generated by a sequence of primitive
partial words s(n) ∈ P , n ≥ 1. If k = max{|s(n)|, n ≥ 1}, then every arithmetic
subsequence of U whose difference d is coprime with lcm{|s(n)|, n ≥ 1} is a k-th
power-free infinite word.

Example 2. From the corollary above, one obtains that all arithmetic subse-
quences of odd difference of a paperfolding word are 4-th power-free. However,
this fact has been directly proved in [15] using a result of [4].

Let U be the Toeplitz word generated by the (constant) sequence s(n) = 01?,
n ≥ 1. By the corollary above, all arithmetic subsequences of U whose difference
is not a multiple of 3 are cube-free. More generally, if p > 2 and V is the
Toeplitz word generated by the (constant) sequence s(n) = 0p−21?, n ≥ 1, then
all arithmetic subsequences of U whose difference is not a multiple of p are p-th
power-free.
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5 Thue Threshold

In this section we shall prove that the 3-dimensional Thue threshold is equal
to 2. More precisely, we will exhibit a 2-colouring of the lattice points of the 3-
dimensional space such that any line is a 9-th power-free word. As a consequence,
also the 2-dimensional Thue threshold is equal to 2.

We let Z3 denote the field of the integers modulo 3. The following lemma
gives a useful combinatorial property of the vector space Z

3
3.

Lemma 4. There is a partition (A1, A2, A3) of Z3
3 such that for all j,m ∈ Z

3
3

with m �= 0, there exist k ∈ Z3 and i ∈ {1, 2, 3} such that

j + km ∈ Ai , mi �= 0.

We limit ourselves to list the elements of the classes A1, A2, A3, as the verification
of Lemma 4 merely requires a finite but long and tedious check.

A1 = {x + (k, k, k) | x = (0, 0, 0), (0, 1, 0), (0, 0, 1), k = 0, 1, 2}
A2 = {(i3 + 1, i1, i2) | (i1, i2, i3) ∈ A1}, A3 = {(i3 + 1, i1, i2) | (i1, i2, i3) ∈ A2}.

Remark 1. The previous lemma has an interesting interpretation in terms of
Galois geometry: let AG(3, 3) be the 3-dimensional affine space over the 3-
element field Z3. Then there is a partition (A1, A2, A3) of the points of AG(3, 3)
with the following property: for every line r there is an axis xi, i = 1, 2, 3 such
that r intersects Ai and is not orthogonal to xi. We notice that an analogous
property holds for the 2-dimensional affine space over the 2-element field Z2,
taking the partition (A1, A2) with A1 = {(0, 0), (1, 1)} and A2 = {(0, 1), (1, 0)}.

In Example 2, we have shown an infinite binary word such that all arithmetic
subsequences whose difference is not a multiple of 3 are cube-free. A bi-infinite
word with the same property can be easily obtained via Koenig’s Lemma (see,
e.g., [17]). Now, we define a 2-colouring of the lattice points of the 3-dimensional
space whose lines are 9-th power-free. Let (A1, A2, A3) be the partition of Z

3
3

given by Lemma 4 and let U be a binary bi-infinite word such that all arithmetic
subsequences whose difference is not a multiple of 3 are cube-free. We let π
denote the natural projection π : Z3 → Z

3
3 and define the map α : Z3 → {0, 1}

as follows:
if π(j1, j2, j3) ∈ Ai, then α(j1, j2, j3) = U�ji/3�,

j1, j2, j3 ∈ Z, i ∈ {1, 2, 3}.

Proposition 4. All lines of α are 9-th power-free.

Proof. Actually, it suffices to verify that no line of α contains a cube u3 with |u|
multiple of 3. Indeed, any 9-th power v9 can be written as v9 = u3, with u = v3

and |u| = 3|v|.
Let V be a line of α. Then, there are j1, j2, j3,m1,m2,m3 ∈ Z such that

gcd(m1,m2,m3) = 1 and

Vn = α(j1 + nm1, j2 + nm2, j3 + nm3) for all n ∈ Z. (4)
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By Lemma 4, there are i ∈ {1, 2, 3} and k ∈ Z such that

π(j1 + km1, j2 + km2, j3 + km3) ∈ Ai, mi �≡ 0 (mod 3).

From (4) and the definition of α, it follows that for all n ∈ Z, one has

Vk+3n = α(j1 + km1 + 3nm1, j2 + km2 + 3nm2, j3 + km3 + 3nm3) = Uj′+nmi
,

where j′ = 
(ji + kmi)/3�. This equation shows that there is a bi-infinite word
W which is simultaneously an arithmetic subsequence of difference mi of U and
an arithmetic subsequence of difference 3 of V . Since mi �≡ 0 (mod 3), the word
W is cube-free. Now suppose, by contradiction, that a cube u3 with |u| = 3�
occurs in V , � ≥ 1. Then the subword made by the letters of this occurrence
whose position is congruent to k (mod 3) would have the form v3 with |v| = �
and would be a factor of W . This yields a contradiction, since W is cube-free.

Thus, no line of α contains a factor of the form u3 with |u| multiple of 3.
This implies, in particular, that all lines of α are 9-th power-free. 	


As a corollary of the proposition above one obtains

Theorem 3. The Thue threshold of Z3 is equal to 2. Thus, the Thue threshold
of Z2 is also equal to 2.

6 Avoiding Long Squares

In this section we will produce a 2-colouring of the lattice points of the plane
such that any line contains only squares of length not larger than 26. In this
case, the results of Sects. 3 and 4 do not seem to help, so that we need an ad-
hoc construction based on paperfolding words. For the sake of brevity, we limit
ourselves to outline the construction.

As a consequence of Koenig’s Lemma, there exists a bi-infinite binary word U
whose factors are all finite paperfolding words. We define the map β : Z2 → {0, 1}
as

β(j1, j2) =

{
U�j1/2� if j1 + j2 is odd,

U�j2/2� if j1 + j2 is even,
(5)

j1, j2 ∈ Z.
Finite factors of paperfolding words are usually called finite paperfolding

words. By exploiting some known properties of paperfolding words we obtain
the following description of the factors of the lines of β.

Lemma 5. Let x be a factor of even length of any line of β. Then one can write

x = b1c1b2c2 · · · bkck,

with b1, b2, . . . , bk, c1, c2, . . . , ck ∈ {0, 1}, k ≥ 0, and the words y = b1b2 · · · bk

and z = c1c2 · · · ck are either finite paperfolding words or words of period 2.
Moreover, at least one of the words y and z is a paperfolding word.
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We need also the following combinatorial property, which we state without
proof, for the sake of brevity.

Proposition 5. Let x, y ∈ {0, 1}∗ be words such that both xy and yx are finite
paperfolding words. If |x|, |y| > 6, then |xy| is even.

Now we are ready to establish the main result of this section.

Proposition 6. Let β be the 2-colouring of the integer lattice points of the plane
defined by (5). No line of β contains a square u2 with |u| > 13.

Proof (outline). Suppose that u2 is a factor of some line of β. Then x = u2 can
be factorized as in Lemma 5. If k = |u| is even, then both y and z are squares.
Since one of them is a paperfolding word and no paperfolding word of length
larger than 10 is a square [1], one derives that |u| = k ≤ 10.

Now suppose that k = |u| is odd, say k = 2� + 1 and � > 6. Since x is a
square, with some computation, one obtains

y = b1b2 · · · bk = c�+1c�+2 · · · ckc1c2 · · · c�. (6)

If y and z are both paperfolding words, then from (6) and Proposition 5 one
derives that k is even, which is a contradiction. If, on the contrary, one of the
words y and z has period 2, then from (6) one derives that both y and z have a
factor of period 2 and length 4, that is one of the words 04, 14, 0101, or 1010.
Since none of them is a paperfolding word, we conclude that neither y nor z are
paperfolding words, obtaining a contradiction. We conclude that � ≤ 6, so that
k ≤ 13. 	

Remark 2. A careful analysis of the proof of the previous proposition shows that
if u2 is a factor of a line of β, then either |u| is an odd integer not larger than 13
or |u| ∈ {2, 6, 10}. In particular, no line of β contains a square whose length is
a multiple of 8. Since any 8-th power is also a square whose length is a multiple
of 8, we conclude that all lines of β are 8-th power-free words.

7 Concluding Remarks

We have proved that the Thue threshold t(n) satisfies the equality t(1) = t(2) =
t(3) = 2 and that the bounded square threshold of Z2 is 2. It would be interesting
to evaluate the Thue threshold and the bounded square threshold of Zn for all
positive integer n. In [15] it is shown that t(n) ≤ 2n. Combining the results
of this paper with the construction of [8], one could obtain the tighter bound
t(3n) ≤ 2n. We conjecture that t(n) = 2 for all n ≥ 1. Actually, since t(n) is a
non-decreasing sequence, it would suffice to verify that t(n) = 2 for arbitrarily
large n. We notice that our proof of the equality t(n) = 2 for n = 3 could
be easily generalized to the case n = p for any prime p provide one is able to
establish, for the affine Galois space AG(p, p), a property analogous to that of
Remark 1. Moreover, we have treated the case of Toeplitz words such that the
elements of the generating sequence belong to the set P , where P is as in (3).
Other interesting unanswered questions are the following:
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1. What is the least integer k such that there exists a 2-colouring of Z2 (resp.,
Z
3) whose lines are k-th power-free?

2. What is the least integer k such that there exists a 2-colouring of Z2 whose
lines do not contain squares of length larger than k ?

We have built a 2-colouring of Z2 such that all lines are 8-th power-free and
do not contain squares of length larger than 26 and a 2-colouring of Z3 such that
all lines are 9-th power-free. However, there is no evidence that these bounds are
optimal.
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