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Abstract. Educational technologies may help support out-of-school
learning in contexts where formal schooling fails to reach every child,
but children may not persist in using such systems to learn at home.
Prior research has developed methods for predicting learner dropout but
primarily for adults in formal courses and Massive Open Online Courses
(MOOC:s), not for children’s voluntary ed tech usage. To support early
literacy in rural contexts, our research group developed and deployed a
phone-based literacy technology with rural families in Cote d’Ivoire in
two longitudinal studies. In this paper, we investigate the feasibility of
using time-series classification models trained on system log data to pre-
dict gaps in children’s voluntary usage of our system in both studies. We
contribute insights around important features associated with sustained
system usage, such as children’s patterns of use, performance on the
platform, and involvement from other adults in their family. Finally, we
contribute design implications for predicting and supporting learners’
voluntary, out-of-school usage of mobile learning applications in rural
contexts.
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1 Introduction

Access to literacy is critical for children’s future educational attainment and
economic outcomes [13], but despite an overall rise in global literacy rates, these
gains have not been evenly distributed [40]. Educational technologies may help
supplement gaps in schooling in low-resource contexts [6,30,32]. However, given
that many educational technologies are used in schools [51], children in agricul-
tural communities who are chronically absent from school (e.g., [30]), may be
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further denied access to technologies to supplement their learning unless learning
technologies are available for use at home (as in [50]).

Cote d’Ivoire is one such context. While enrollment has risen drastically and
many more children have access to schooling, nearly a fifth of rural fifth graders
are not yet able to read a single word of French (the official national language)
[14] and adult literacy rates stand below 50% [25]. Through multiple studies in
a years-long research program, we investigated families’ beliefs and methods for
supporting literacy at home and their design needs for literacy support technol-
ogy [28], and used these findings as design guidelines to develop an interactive
voice response (IVR) literacy system for fostering French phonological aware-
ness [27]. Then, to investigate how and why children and their families adopt
and use such a system over several months at their homes, we deployed our IVR
system, All6 Alphabet, in a series of studies of increasing size and duration, in 8
rural villages in Céte d’Ivoire [27,29]. We found that there was high variance in
the consistency of children’s use of the system, with some children who did not
access the lessons for several weeks or months at a time [29].

In this paper, in order to understand whether we can predict (and perhaps,
ultimately prevent) such gaps before they occur, we explore the efficacy of using
system log data to predict gaps in children’s system usage. We evaluate the
efficacy of multiple models to predict usage gaps for two separate longitudinal
deployments of All6 Alphabet and identify features that were highly predictive
of gaps in usage. We contribute insights into features that contribute to gaps in
usage as well as design implications for personalized reminders to prompt usage
for educational interventions in out-of-school contexts. This work has contribu-
tions for educational technology usage prediction, as well as for mobile literacy
systems more broadly.

2 Related Work

2.1 Educational Technology Used for Out-of-school Learning

While there is prior literature on the use of educational technologies in low-
resource contexts [19,34,50], existing solutions are often deployed in schools,
where children’s use of devices may be controlled by the teacher [39,51]. Given
that children in agricultural contexts may have limitations in their ability to
consistently access and attend formal schooling [30], there is a need for out-of-
school educational technologies for children. Some designers of mobile learning
applications suggest children will use their applications to develop literacy skills
[17,18,22]. However, as Lange and Costley point out in their review of out-of-
school learning, children learning outside of school often have a choice of whether
to engage in learning or not—given all of the other options for how to spend their
time—a choice which may lead to gaps in their learning [24].

2.2 Predicting Usage Gaps in Voluntary Educational Applications

There is an abundance of prior work on predicting dropout to increase stu-
dent retention in formal educational contexts like colleges [23,47,48]. Some work
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has leveraged Machine Learning (ML) to identify predictors of adult learners’
dropout from courses, as in work with English for Speakers of Other Languages
(ESOL) courses in Turkey [7]. In addition to this work on predicting dropout
from in-person courses, prior work has leveraged ML to identify predictors of
dropout from Massive Open Ounline Courses (MOOCs) [4,33,36,45,53] and dis-
tance learning for adult learners [2,12,19,49]. Across these studies, a combination
of social factors, like age, finances, family and institutional involvement, etc., and
system usage data, like correctness, frequency, response log, etc. were found to
be predictive of dropout.

While this is informative, much of this prior work is targeted towards distance
learning or use of e-learning portals as part of formal instruction, not informal,
out-of-school learning at home. Additionally, the type of learners is different—
the majority of MOOC learners are between 18 and 35 years old [9], while we
are focusing on children as users, who may have less-developed metacognitive
abilities for planning and sustaining out-of-school learning. It thus remains to be
seen what factors are useful for predicting gaps in children’s literacy education
with out-of-school use of learning technology. In particular, we are interested in
system usage features as those are more easily and automatically acquired than
socio-economic data.

Although there is a dearth of research on predicting gaps in children’s usage
of educational mobile applications, there is a rich legacy of research on mobile
app usage prediction more broadly, primarily for adults (e.g., [20,31,43,44]). In
both educational and non-educational application use, the engagement is volun-
tary, initiated by the user, and designers of such systems want to increase usage
and retention. Prior research on churn prediction in casual and social gaming
applications used machine learning models like Support Vector Machines (SVM)
and Random Forests (RF) to model system usage. RF is an ensemble learning
method, a category of model that has shown good performance for these predic-
tions [37,42]. Churn is defined as using an application and then not continuing
to use it after a given period of time [20]. Churn prediction allows systems to
develop interventions, like reminders or nudges, which are positively related to
increasing user retention [31,43,52]. However, there remain differences between
casual and social mobile games and educational mobile applications, including
the motivation to use the system and the nature of the data. This leads us to
investigate the following research questions:

RQ1: Can we use system interaction data to predict gaps in children’s usage
of a mobile-based educational technology used outside of school in rural con-
texts?

RQ2: Which features of the users’ interaction log data are most predictive
of gaps in system usage of a mobile educational technology?

RQ3: How well does this usage gap prediction approach continue to perform
for a replication of the same study in similar contexts?
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3 Methodology

3.1 Study Design

This study is part of an ongoing research program [14,27-29] to support literacy
in cocoa farming communities, conducted by an interdisciplinary team of Amer-
ican and Ivorian linguists, economists, sociologists, and computer scientists, in
partnership with the Ivorian Ministry of Education since 2016, and approved by
our institutional review boards, the Ministry, and community leaders. Based on
design guidelines identified through co-design research with children, teachers,
and families [28], we developed All6 Alphabet, a system to teach early liter-
acy concepts via interactive voice response (IVR) accessible on low-cost mobile
devices ubiquitous in the context (described in more detail in [27,29]). When a
user placed a call to the IVR system, they heard a welcome message in French,
an explanation of the phonology concept to be taught in that lesson, and were
given a question. For each question, the system played a pre-recorded audio mes-
sage with the question and response options. Students then pressed a touchtone
button to select an answer and received feedback on their responses. If incorrect,
they received the same question again with a hint, otherwise a selection of the
next question was made based on their level of mastery of the concepts.

In this paper, we use data from two deployments of All6 Alphabet. In the
first deployment (Study 1), we deployed All6 Alphabet with nearly 300 families
with a child in grade CM1 (mean age = 11 years, SD = 1.5) in 8 villages in Cote
d’Tvoire for 16 weeks, beginning in February 2019 [29]. Then we deployed it again
in a larger randomized controlled trial with 750 children of similar ages (Study
2), beginning in December, 2019 and ongoing at the time of publication. In
the beginning of each study we provided a mobile device and SIM card to freely
access the system and a one-hour training session for children and a caregiver, in
which we explained the purpose of the study and taught the child and caregiver
how to access and use the IVR system (described in more detail in [27,29]. We
obtained 16 weeks of system and call data for Study 1 (February - May, 2019),
and equivalent data from the first 8 weeks of the ongoing Study 2 (December,
2019 - February, 2020). For our analysis, we use data from the participants who
called the system at least once (N7 = 165, No = 408).

3.2 Data Collection and Processing

The data used in training our models was the same for both Study 1 and 2. Each
time a user called the system, the call metadata and the interactions during the
call were logged on our database. The metadata included call start and end times
(in local time), and the interaction data corresponded to a log of events that
occurred during the call, such as attempting quiz questions, correctly completing
those questions, parents or other caregivers accessing information (e.g., support
messages and progress updates) about their child’s usage, and more.

Each record in the data was identified by a unique user-week. Because we
wanted to use all the data up to (and including) a given week to predict a gap in
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usage in the subsequent week, we excluded the final week of system usage from
our dataset. For Study 1, we generated a time series with 15 timestamps (one
for each week prior to the final week) and data from 165 children for each times-
tamp (N7 = 2475). For Study 2, we generated a time series with 7 timestamps
and data from 408 children for each timestamp (N; = 2856). Each timestamp
corresponded to data up to, and including, the given week. We trained a new
model on the data for each timestamp to avoid future bias, i.e., training on future
data while predicting the same. Based on prior research on dropout prediction in
MOOCs (e.g. [4,33,53]) and churn prediction in mobile applications and social
games (e.g. [20,37]) with a focus on features that could be gleaned solely from
interaction logs, we used a total of 11 features including call_duration (aver-
age call duration during the week), num_calls (total number of calls), num_days
(number of days the user called in a given week), mastery (percentage of ques-
tions attempted correctly), and main_parent (number of times a user accessed
the main menu for the parent-facing version of the system). A list of all features
used in the model and their pre-normalized, post-aggregation means and stan-
dard deviations can be found in Table 1. We aggregated the features at the week
level, averaging call_duration and mastery, and summing the others. We decided
to average mastery and call_duration to better represent the non-uniform distri-
bution of lesson performance and call duration across the calls in a given week.

Table 1. Full set of features used in the predictive model

Feature Explanation Mean (SD)
sum_correct Number of questions correct 8.78 (20.90)
sum_incorrect Number of questions incorrect 10.38 (24.76)
sum_completed Total number of questions completed 19.16 (44.48)
mastery Percentage of questions correct 0.19 (0.26)
nunique_unit_id Number of distinct units attempted 0.46 (0.53)
nunique_lesson_id | Number of distinct lessons attempted | 4.34 (9.34)
num_calls Number of calls 6.39 (12.01)
num_days Number of days user called system 1.59 (1.83)
start_child_call_flow | Number of times a child began a lesson | 3.78 (7.70)
main_parent Number of times user accessed 2.02 (5.62)
Parent-facing version of the system
call_duration Average call duration in seconds 137.95 (238.91)

3.3 Problem Formulation

We wanted to predict gaps in usage for our users. Given the distribution of usage
data in our study which related to the school week, we define a gap as a given
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user not calling the system for one week. We thus use this gap as the positive
class in our model (base rate = 65%, i.e., 65% of user_weeks have a gap). Because
we want to be able to predict for out-of-sample users who might begin calling
later in the study (i.e., without prior call log data), we use a population-informed
week-forward chaining approach to cross-validation [3]. That is, we held out a
subset of users and trained the data for all weeks using a k-fold time-series
cross-validation [46].

We wanted to use model types that were likely to perform well on smaller,
imbalanced datasets as well as models that would allow us to identify feature
importance and compare model performance. Prior literature on churn predic-
tion [15,37] identified several model types that might meet these criteria: Ran-
dom Forests (RF), Support Vector Machines (SVM), and eXtreme Gradient
Boosting (XGBoost). Ensemble learning methods (like RF and XGBoost) had
been shown to perform well for churn prediction, and SVM’s kernel trick had
been shown to successfully identify decision boundaries in higher dimensional
data. Furthermore, boosted tree algorithms have been shown to perform as well
as deep, neural approaches in certain scenarios [11,41], while requiring smaller
datasets and compute power, which is of particular interest for predictive models
in low-resource, developing contexts [21]. We used Scikit-Learn modules [35] for
implementation, and Grid Search for hyper-parameter tuning of the optimisa-
tion criterion, tree depth, type of kernel, learning rate, and number of estimators
[16].

4 Findings

4.1 TUsage Gap Prediction Models for Study 1 (RQ1)

We evaluated the three models (SVM, RF, and XGBoost) models using four
metrics—recall, precision, accuracy, and Area Under the Curve (AUC). Of these,
we optimised for recall because we wanted to minimize false negatives. That is,
we do not want to incorrectly predict that someone will call the next week, and
thus miss an opportunity to remind or nudge them to use the system. We report
on the mean and standard deviation for the performance metrics for all three
models, averaged across all 15 model iterations in Table2. In Fig.1, we show
the AUC results for each weekly model iteration for all 15 weeks. We found that
XGBoost was the best performing model for Study 1, using a tree booster, a
learning rate of 0.1, and a maximum depth of 5. We hypothesize that XGBoost
performed the best because it was an ensemble learning method (unlike SVM),
and used a more regularized model formalization (as opposed to RF), which may
be more effective for the nature of our data because it avoids overfitting [5].
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Table 2. Performance of Different Models in Study 1: Mean and Standard Deviation
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Model Recall Precision Accuracy AUC
XGBoost | 0.93 (6=0.06) | 0.78 (6=0.18) | 0.75 (6=0.12) | 0.68 (c=0.12)
SVM 0.92 (6=0.06)|0.78 (6=0.13) | 0.75 (6=0.12) | 0.65 (6=0.12)
RF 0.90 (0=0.06) | 0.78 (60=0.13)|0.74 (60=0.12) | 0.60 (c=0.10)
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Fig. 1. AUC for each of the 15 iterations of the XGBoost model for Study 1

27.60%

23.50%
17.27%
13.50%
7.09%  620% 4.84%
& & e;o*% {° e‘,@b & &
SRR VA VS § &
& & N & S 57 N
N> N N N s ©
3 b b A 7 <&
K \ \ & S %
», & N X
2 N
\/\

Fig. 2. Feature importance for Study 1, with direction of the feature in parentheses

4.2 Feature Importance in Usage Gap Prediction for Study 1 (RQ2)

We next wanted to estimate feature importance in order to identify the features
most associated with gaps in usage, to suggest potential design implications for
personalized interventions or system designs to promote user retention. The fea-
ture importance and the directionality of the top ranked features in the XGBoost
model can be seen in Fig.2. We obtained the direction of the influence of the
feature (i.e., either positively or negatively associated) using SHAP (SHapley
Additive exPlanation), which allows for post-hoc explanations of various ML
models [26]. We find that the most predictive features associated with gaps in
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usage are the call duration, number of calls to the system, number of days with a
call to the system, and total number of completed questions in a given week—all
negatively predictive of gaps (i.e., positively associated with usage).

Table 3. Performance of Different Models in Study 2: Mean and Standard Deviation

Model Recall Precision Accuracy AUC

XGBoost | 0.69 (6=0.18) | 0.58 (0=0.19) | 0.66 (6=0.07)|0.73 (c=0.09)
SVM 0.68 (0=0.13)|0.58 (6=0.19) | 0.66 (6=0.07)|0.72 (6=0.09)
RF 0.69 (0=0.24)|0.56 (0=0.18)|0.65 (0=0.12) | 0.66 (c=0.11)
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Fig. 3. Feature importance for Study 2, with direction of the feature in parentheses

4.3 Replication of Usage Prediction for Study 2 (RQ3)

In order to evaluate the robustness of our approach, we evaluated the same
models on data from the first 8 weeks of Study 2. We used the same features
described in Table 1, for the 408 learners with data for the 7 weeks (again leaving
out the 8th and final week for testing), as described in Sect.3.2. We find that
our model performance was consistent with the model performance from Study
1. Mean and standard deviation of model performance across the 7 models is
reported in Table3 We find that the AUC values are higher in Study 2 than in
Study 1, although recall, precision, and accuracy are lower overall in Study 2.
Given that Study 2 (8 weeks) was half the duration of Study 1 (16 weeks), we
hypothesize that these prediction performance differences may be due to effects
from differences in usage in the beginning of the study. That is, system usage in
the first 1-2 weeks of the study was higher than the rest of the duration (for both
Study 1 and 2). Thus, the model may fail to minimize the false negatives, as it
is inclined to predict that a user will call back, when in reality there may be a
gap in usage. The set of important features (seen in Fig. 3) were nearly the same
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as in Study 1, but their rank order was different in Study 2, with consistency of
calling (operationalized by the number of days called in a given week) being the
most predictive feature as opposed to average call duration.

5 Discussion and Design Implications

Contextually-appropriate technologies may support learning outside of school
for children in rural contexts with limited access to schooling. However, as prior
work has demonstrated, in spite of motivation to learn, a variety of exogenous
factors may inhibit children and their caregivers from consistently using learning
technologies outside of school, limiting their efficacy [27,29]. While prior research
has developed predictive models of the likelihood of dropout, these approaches
have historically dealt with adults dropping out from formal in-person or online
courses, each of which may have some financial or social cost for dropping out.
These factors may not be relevant for children’s voluntary usage of a mobile
learning application. In rural, low-resource contexts, mobile educational appli-
cations may be more accessible than online learning materials, though there
may be additional obstacles to consider (e.g., children’s agricultural participa-
tion [30]).

We have identified a set of system interaction features that are predictive
of gaps in calling. Prior work in predicting dropout of adult learners in online
courses found that factors like organizational support, time constraints, financial
problems, etc. play an important role in predicting dropout [33]. We extend prior
literature by finding that the important features associated with system usage
were related to patterns of use, such as the duration of the interactions, their
consistency of use (e.g., number of calls and number of days called in a week), as
well as features related to their performance on the platform, including the num-
ber of questions completed and their overall mastery percent across all questions.
In addition, we find that involvement of other family members (operationalized
as the number of times the informational menu designed for adult supporters
was accessed) is a predictive feature associated with system usage, which had
not been accounted for in prior literature on app usage prediction.

Designers of voluntary educational systems can leverage these insights on the
impact of learners’ consistency of use and patterns of performance on future sys-
tem usage. First, personalized, preemptive usage reminders may support ongo-
ing engagement with the system. While usage reminders, like SMS texts and call
reminders, have been associated with increased usage of mobile learning appli-
cations, they are often post-hoc (i.e., sent after a usage gap has already been
observed) [38], which may be too late if users have already stopped engaging.
Alternatively, sending too many reminders has been associated with a decrease
in system usage, perhaps due to perceptions of being spammed [38]. Thus, there
is a need for personalized, preemptive interventions based on users’ likelihood
to not persist in using the system. Researchers can use models trained on the
aforementioned features to identify those users who are expected to have a gap
in usage in the upcoming week. Furthermore, as we found that family involve-
ment was associated with increased student engagement (following other prior
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work that did not use predictive modeling [10,54]), we suggest that parents or
guardians also receive personalized messages to prompt children’s use of the
system.

Second, analysis from both Study 1 and 2 showed that students’ mastery
(i.e., percentage of questions attempted correctly) was negatively associated
with gaps in system usage. We thus hypothesize that users may feel a sense
of achievement, or a positive sense of self-efficacy when they answer questions
correctly, thus motivating them to continue learning (as in [1,55]). Voluntary
educational applications may leverage mechanisms like dynamic question diffi-
culty depending on correctness of responses, or system elements designed to give
users this sense of achievement and mastery (e.g., virtual rewards to promote
student engagement [8]). Introducing such features may better motivate students
to continue using the system.

Finally, we analyzed these features across two studies with similar results.
We did find that consistency (measured by number of days called) plays a more
important role in shorter studies, as seen in Study 2, while call duration plays
a more important role in longer studies, as seen in Study 1. We confirmed this
by running post-hoc analyses on 8 weeks of data from Study 1 and found the
same result. We see that in the first few weeks of usage, a user’s calling pattern,
as opposed to the interactions within each call, is more predictive of gaps, while
the opposite is true for longer studies. We hypothesize that this may be due
in part to the novelty effect, and suggest that over time, students receive more
personalized content support in deployments.

5.1 Limitations and Future Work

This study uses system interaction data to predict gaps in children’s use of a
mobile literacy learning application. However, there may be other relevant infor-
mation that may be useful for informing usage prediction—including data on
children’s prior content or domain knowledge (here, French phonological aware-
ness and literacy more broadly), prior experience with similar types of appli-
cations (here, interactive voice response used on feature phones), and, more
broadly, data on children’s motivations for learning and self-efficacy. Future work
may explore how to most effectively integrate such data collected infrequently
in a survey or assessment with time-series data such as we have used here. In
addition, the studies we trained our models on were in rural communities in
low-resource contexts, and future work may investigate how predictive models
of voluntary educational technology usage may differ across rural and urban con-
texts, and across international and inter-cultural contexts. Finally, future work
may investigate the efficacy of personalized reminders or nudges to motivate
increased use of the system and their impact on consistent system usage and
learning.



102 R. Chatterjee et al.

6 Conclusion

Educational technologies have been proposed as an approach for supporting edu-
cation in low-resource contexts, but such technologies are often used in schools,
which may compound inequities in education for children who may not be able
to attend schools regularly. However, when ed tech use is voluntary for children
to use outside of school, there may be gaps in their usage which may negatively
impact their learning, or lead to them abandoning the system altogether—gaps
which may be prevented or mitigated using personalized interventions such as
reminder messages. In this paper, we explore the efficacy of using machine learn-
ing models to predict gaps in children’s usage of a mobile-based educational
technology deployed in rural communities in Cote d’Ivoire, to ultimately inform
such personalized motivational support. We evaluate the predictive performance
of multiple models trained on users’ system interaction data, identify the most
important features, and suggest design implications and directions for predict-
ing gaps in usage of mobile-based learning technologies. We intend for this work
to contribute to designing personalized interventions for promoting voluntary
usage of out-of-school learning technologies, particularly in rural, low-resource
contexts.
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