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Abstract. Ultrasound instruments are suitable for large-scale examination of
breast tumors, especially for women from Asian whose glands are dense. How-
ever, ultrasound images have the low contrast and resolution, blurred boundary
and artifacts, which bring great difficulties to the interpretation of the junior doc-
tor. However, traditional methods of breast ultrasound tumor recognition often use
manually extracted features to gradually realize ROI region location and tumor
classification with low accuracy, poor robustness and weak universality. Deep
learning is limited to the location of tumor ROI region or the classification of
a given tumor ROI region. In this paper, YOLOV3 algorithm is used for breast
ultrasound tumor recognition, which could realize ROI localization and tumor
classification at the same time. In addition, K-Means is optimized by K-Means++
and K-Mediods algorithm to generate anchor boxes of YOLOV3, and based on the
Darknet-53 network structure of YOLOV3, ResNet and DenseNet are combined
to design ResNet-DenseNet_Darknet-53. The proposed method is tested on the
breast ultrasound tumor data set. Experiments show that the improved YOLOV3
algorithm shows better detection results on multiple evaluation indicators.

Keywords: Breast tumor recognition · YOLOV3 · Anchor boxes ·
ResNet-DenseNet_Darknet-53

1 Introduction

According to the American Cancer Statistics of 2016 published by the American Cancer
Society, breast cancer is the most commonmalignant tumor in women and is expected to
monopolize 29% of all newwomen’s cases [1]. Therefore, screening and early diagnosis
of breast cancer are very necessary. At this stage, the main methods to diagnose breast
cancer are MRI, PET, ultrasound imaging and X-ray, Compared with MRI, PET and
X-ray, ultrasound imaging technology is not only inexpensive and non-radioactive, but
also can show most of the lesion areas in each section, especially for more compact
breast tissues of young Asian women [2, 3].

Although ultrasound imaging has become the main tool for early diagnosis, it still
faces great challenges:

(1) Ultrasound images have a lot of noise;
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(2) the boundaries in the ultrasound image is blurred;
(3) Because the acoustic impedance of different human tissues and organs has large

differences, it is easy to cause artifacts in the ultrasound image [4].

In order to solve this problem, researchers have proposed different methods.

2 Related Work

In recent years, with the rise of deep learning, some researchers have proposed a method
based on deep learning for tumor recognition. But the methods of breast cancer recog-
nition based on deep learning are basically limited to use image segmentation to locate
ROI region or classify a given ROI region as benign or malignant, but they can not simul-
taneously locate ROI region and classify tumors, which brings great inconvenience to
the diagnosis of medical staff. Recently, Yap et al. and Chiao et al. proposed to use
improved FCN-AlexNet and improved Mask R-CNN semantics segmentation model to
realize end-to-end ultrasound tumor recognition [5, 6], which locate and classify tumors
at the same time, not only accurately locate the boundary of ultrasound tumors, but also
realize the recognition of benign and malignant tumors. However, this method of image
semantics segmentation requires manual labeling of a large number of tumor segmenta-
tion data sets, and the process of making the segmentation data sets is very cumbersome,
which greatly increases the burden of professional doctor labeling.

In this paper, we propose a target detection algorithm based on deep learning for
breast cancer recognition based on YOLOV3[7], which is the best target detection algo-
rithm among all the other methods and could realize ROI localization and tumor classi-
fication at the same time. In addition, K-Means [8] is optimized by K-Means++ [9] and
K-Mediods [10] algorithm to generate anchor boxes of YOLOV3 to solve the problem of
instability of the initial center point and the problem of outlier sensitivity, respectively,
and then based on the Darknet-53 network structure of YOLOV3, ResNet and DenseNet
[11] are combined to design ResNet-DenseNet_Darknet-53 to solve the problem that
features of ultrasound image of breast tumor are more difficult to extract than other
images.

3 Method

3.1 Traditional YOLOV3 Algorithm

The YOLOV3 algorithm combines the tasks of classification and location into a step to
directly predict the position and category of objects. It includes a new feature extraction
networkDarknet-53 and three scales ofYOLOlayer,which are used for feature extraction
and multi-scale prediction, respectively. Its network structure is shown in Fig. 1 [11].

TheDarknet-53 layer consists of one convolution blockDBL and five residual blocks
resn (n = 1, 2, 4, 8). DBL is a collection of convolution (conv), batch normalization
(BN), and activation function (Leaky relu),which is the smallest component inYOLOV3.
After feature extraction from Darknet-53 network, output the feature map with size of
13 * 13 * 1024. After upper sampling and shallow feature map splicing (see concat
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Fig. 1. YOLOV3 network architecture

in Fig. 1) [12], the feature map with three scales is output for predicting the results of
YOLO layer detection. That is to say, each box is responsible for the regression of three
anchor boxes.

3.2 Optimization of Anchor Box

The anchor box is used as a priori box to predict the target boundary and is designed
according to different data sets. The existing YOLOV3 uses K-Means algorithm to
cluster the annotated data of COCO dataset. First, it reads the data set file of PASCLA
VOC format to get the category and border of the target. Then, it normalizes the border
data to get the width w and height h of the target, which is used as the data to be
clustered. The normalization process is shown in the formulas (1-1) and (1-2)where
xmin, ymin and xmax, ymax represent the upper left corner coordinates and the lower
right corner coordinates of the border, respectively.width and height represent the image
size, respectively.

w = xmax − xmin
width

(1-1)

h = ymax − ymin
height

(1-2)

After that, nine clustering centers are initialized, each of which describes the length
and width of the rectangular box. Computing IOU (the intersection and parallelism
ratio) of rectangular boxes described by clustering center and data to be classified, using
distance D as clustering basis, updating clustering center by means of in-cluster mean,
and getting the final anchor box by optimizing the minimum clustering loss function J.
The IOU expression is (1-3), the distance calculation formula D is (1-4), and the loss
function J is (1-5).

IOU = area (box ∩ centroid)

area (box ∪ centroid)
(1-3)

D = 1 − IOU(box,centriod) (1-4)
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J =
k∑

k=1

nk∑

i=1

Di (1-5)

where, ‘box’ represents the real target box, ‘centroid’ the candidate box, J the clustering
loss function, K the number of categories, and nk the number of sample points in a
cluster.

In order to make the network better to learn the location and feature size of the target,
this paper uses K-Means++ algorithm and K-Mediods algorithm to optimize the original
K-Means algorithm to obtain a merger anchor box with higher intersection. The specific
steps of the improved algorithm based on K-Means are as follows (where K = 9):

Step 1: Obtain m samples (Qm = {(x1, y1), (x2, y2), . . . . . . , (xm, ym)}) which are
clustered with normalized pretreatment of breast ultrasound tumor data sets;
Step 2: Select a sample ci = (xi,yi)(i ∈ [1,m]) randomly from the data set as the
clustering center;
Step 3: Calculate the distance dj between each sample point cj and ci and the probability
pj according to the formulas in Formulas (1-6) and (1-7), respectively, where j ∈ [1,m]
and j �= i ;

dj = 1 − IOU(cj,ci) (1-6)

pj = d2
j (1-7)

Step 4: Select the sample points with the largest probability pj as the new clustering
center.
Step 5: Repeat step 2 and step 3 until K cluster centers are selected. The corresponding
K clusters are generated at the same time. The K-Means++ algorithm process is over.
Step 6: Calculate the distance d̂j from center cj of each sample in Qm to cluster centers
n1, n2, . . . ..nk , according to formula (1-6), corresponding samples to minimum distance
are assigned toMi in the cluster to form K clusters;
Step 7: Calculate the distance from each sample point x̂i (i ∈ (1, ni), ni denotes the
number of all sample points) to all other sample points in eachMi according to formula
(1-8), and use the sample point with the smallest distance to all other sample points as
a new clustering center to update K clustering centers (n1, n2, . . . nk)

ni = argmin
x̂i∈Mi

∑

ŷ∈Mi

(1 − IOU (x̂i, ŷ)) (1-8)

Step 8: If the objective function E in formula (1-9) does not change, it will be optimal,
otherwise, the algorithm will repeat step 7 and step 8.

E =
K∑

i=1

∑m

j=1
(1 − IOU (ni, cj)) (1-9)

where ni denotes the number of sample points in cluster i.
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3.3 Design of ResNet-DenseNet_Darknet-53

In this section, based on the existing Darknet-53 network structure, we use ResNet and
theDensetNet to design amethod namedResNet_DenseNet-Darknet-53 for recognizing
ultrasound images.

(1) ResNet-DenseNet_Darknet-53

In traditional Darknet-53, when the feature map of the previous layer is input to resn
(n= 1, 2, 4, 8), a conv3 down-sampling operation is first performed, and then transmitted
to a network containing n (n = 1, 2, 4, 8) residuals Res to obtain the final output, The
output of each residual network Res is constructed by feature fusion of a conv1 and a
conv3 with short connections. But unlike Inception and other networks, this fusion does
not use tensor splicing. It directly adds the pixels of each channel, so the number of
channels will not be changed, as shown in Fig. 2.

Fig. 2. Structural diagram of Res network

In order to describe the ResNet-DenseNet_Darknet-53 conveniently, this paper takes
res4 as an example to explain this process in detail. res4 consists of a conv3 and four
Res. And the size of the input feature graph of res 4 is 26 * 26 * 512. First, a conv3 is
used to downsample the feature graph to make its size 13 * 13 * 1024. Then, the output
result is obtained after four consecutive Res processing of the feature graph. Because
the corresponding channel pixels are directly added in Res, the input and output sizes
remain to be unchanged after each Res, as shown in Fig. 3.

Conv3 ResRes Res Res

26*26*512 13*13*1024 13*13*1024 13*13*1024 13*13*1024 13*13*1024

Fig. 3. Structural diagram of res4 network

After introducing ResNet and DensetNet, the improved res4 network is shown in
Fig. 4. The size of input feature graph is 26 * 26 * 512. After conv3 down-sampling, it
becomes 13 * 13 * 1024. It should be pointed out that the number of conv1 and conv3
in each Res in the improved res4 is 256, so the output dimension of each Res is 256.
Now all Res outputs are connected in pairs, so that each layer of the network output
accepts the characteristics of all the layers in front of it as input. After the output of each
residual network Res is spliced by features, the output feature maps are 13 * 13 * 1280,
13 * 13 * 1536, 13 * 13 * 1792 and 13 * 13 * 2048, respectively. Considering the output
of the last residual network Res, the dimension of the feature map after feature splicing
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is twice as large as that of the feature map after conv3 downsampling. Drawing on the
idea of pixel addition of the corresponding channel of ResNet, the feature map of the
output after the first conv3 downsampling and the feature map after the conv1 feature
reduced dimension are added to the corresponding channel pixels (as shown by the green
line in the figure). Finally, a feature graph of 13 * 13 * 1024 size is output.

Conv3 ResRes Res Res

26*26*512 13*13*1024 13*13*1280 13*13*1536 13*13*1792 13*13*2048

Conv1 add

13*13*1024 13*13*1024

Fig. 4. Structural diagram of improved res4 network

Since res1 contains only one Res, no improvement is needed. Similarly, other resns
(n = 2, 8) are improved according to the idea of res4. The difference is that the number
of conv1 and conv3 in each Res is different. The number of the first res2, the first res8,
the second res8 and the first res4 are 64, 32, 64 and 256, respectively. Thus, we construct
a new Darknet network based on the ResNet and the DenseNet.

4 Experiments and Results Analysis

4.1 Data Set

The breast ultrasound data used in the experiment have been screened and eliminated
from the 2011 original cases of different ages, regions and ethnicities by professional
doctors of Harbin Medical University from 2015 to 2019. There are 13,586 original
imageswith a size of 768*576. The effective images are 3259 pictures containing tumors,
including 1199 benign patients and 2060 malignant patients. The data set is directly
divided into training set and test set according to 4: 1. As shown in Table 1, there are
2608 training sets, including 960 benign training sets and 1648 malignant training sets.
There are a total of 651 test sets, including 239 benign tests and 412 malignant tests.

4.2 Anchor Box Calculation

The average cross-and-merge ratio (Avg-IOU) is used as the evaluation index (the aver-
age of the cross-and-merge ratio between the calculated anchor box and all data). In
order to improve the coincidence between the priori box and the data set, and to verify
the effectiveness of the algorithm, eight experiments are repeated. As shown in Fig. 5,
the maximum Avg-IOU of the original method is 0.8322, and the maximum Avg-IOU
of this method is 0.8421, which improves the coincidence between anchor box and data
set, and makes tasks easier to learn.
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Table 1. Breast ultrasound data set partition

Benign Malignant Total

The training
set

960 1648 2608

The testing
set

239 412 651

Total 1199 2060 3259

Fig. 5. Avg-IOU of traditional K-Means and improved K-Means

Anchor box obtained from the largest cluster experiment of Avg-IOU is used as a
priori box in this paper. The results of clustering experiments are shown in Fig. 6. Differ-
ent clusters are marked with different colors and clustering centers are drawn with black
forks. After inverse transformation, nine anchor boxes are obtained as follows:(52,51),
(79,72), (93,102), (122,94), (125,135), (159,117), (160,164), (190,225), (204,166).

4.3 Results Analysis Based on Index

In this paper, Faster R-CNN [13] algorithm and YOLOV3 algorithm with different con-
figurations are selected for 1000 training sessions. The different network configurations
are shown in Table 2. YOLOV3 (1) is the original YOLOV3 algorithm without optimiz-
ing anchor box and using ResNet-DenseNet_Darknet-53; YOLOV3 (2) is the YOLOV3
algorithmwith introducing anchor box optimization; YOLOV3 (3) is the YOLOV3 algo-
rithm with optimizing anchor box and using ResNet-DenseNet_Darknet-53 at the same
time. In order to accelerate the training speed of the network and prevent over-fitting, this
paper uses Adma algorithm to do gradient optimization. The initial learning rate is set to
0.001. After every 100 iterations, the learning rate decreases to 1/10 of the original, the
impulse is 0.9, the attenuation coefficient is 0.0002, and the batch_size is 100. Then, the
performance of the model is evaluated on the test set according to multiple evaluation
indicators.
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Fig. 6. Clustering experiment

Table 2. Performance configuration of different networks

Faster R-CNN YOLOV(1) YOLOV (2)

Optimizing anchor box × × √

Using ResNet-DenseNet_Darknet-53 × × ×

By setting different confidence thresholds, AP of benign samples and malignant
samples on training set and test set can be calculated, respectively. Compared with
Fig. 10 and Fig. 11, the AP value of malignant samples is higher than that of benign
samples, whether in training set or test set. This is Because the number of malignant
samples in the training set is larger than that of benign samples.

From Fig. 7 and Fig. 8, it can be seen that the positive and malignant AP of YOLOV3
(1) algorithm are 87.85% and 90.25% respectively in the training set and 83.01% and
88.25% respectively in the test set, which are superior to Faster R-CNN algorithm,
showing that the performance of YOLOV3 algorithm is better. The benign andmalignant
AP of YOLOV3 (2) algorithm is 2.03% and 2.76% higher than that of YOLOV3 (1) in
training set, and 2.67% and 2% higher than that of YOLOV3 (1) in test set. This is
because in YOLOV3 (2) algorithm, better anchor box can be obtained after clustering
optimization. Compared with YOLOV3 (2) algorithm, the benign and malignant AP of
YOLOV3 (3) algorithm is improved by 0.71% and 2.2% in training set and 1.37% and
3.22% in test set, respectively.

After calculating the AP of benign and malignant samples, the mAP of the model
can be obtained. As shown in Fig. 9, in the four algorithms, the mAP on the training
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Fig. 7. Benign AP on training set and test set

Fig. 8. malignant AP on training set and test set

set is higher than that on the test set, which is consistent with the reality. The mAP of
YOLOV3 (1) algorithm is higher than that of Faster R-CNN in training set and test set.
Compared with YOLOV3 (1) algorithm, the mAP of YOLOV3 (2) algorithm increased
by 2.4% and 1.42% in training set and test set, indicating the effectiveness of optimizing
anchor box. Compared with YOLOV3 (2), the mAP of YOLOV3 (3) algorithm increases
by 1.45% and 2.25% in training set and test set respectively.

4.4 Results and Analysis Based on Prediction

One malignant samples are randomly selected from database and the above four algo-
rithms are run, respectively. As shown in Fig. 10, the first image is the original image,
and the second image is a label image labeled sample by a professional doctor. The blue
area in the image is the location of the tumor. The third, fourth, fifth and sixth pictures
are the results of running Faster R-CNN, YOLOV3 (1), YOLOV3 (2) and YOLOV3
(3), respectively. The four algorithms in Fig. 10 identify it as malignant with confidence
levels of 87.25%, 95.91%, 96.72%, and 97.85%, respectively.
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Fig. 9. Benign and malignant mAP on training and test set

Fig. 10. Recognition effect under four different algorithms

Fig. 11. Recognition results under different algorithms

Then, one benign samples are randomly selected from database, and the above four
algorithms are run, respectively. As shown in Figs. 11, the order of the six images is
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the same as that in Fig. 10. Figures 11 shows that all the four algorithms recognize
it as benign, with confidence of 71.79%, 89.39%, 92.51% and 95.45% respectively.
Obviously, compared with the first three algorithms, the YOLOV3 (3) algorithm after
anchor box optimization and using ResNet-DenseNet_Darknet-53 is obviously better
than the first three algorithms.

5 Conclusions

In this paper, YOLOV3 algorithm is proposed to classify benign and malignant tumors
and locate ROI regions simultaneously. It improves YOLOV3 algorithm by optimiz-
ing anchor and designing ResNet_DenseNet-Darknet-53 for related questions. Experi-
ments show YOLOV3 algorithm after optimizing anchor and using ResNet_DenseNet-
Darknet-53 achieves the best results. The proposed method not only realizes the local-
ization of ROI region and the classification of benign and malignant tumors, but also
achieves good detection results. It makes the application of artificial intelligence closer
to the breast cancer detection in actual operating environment.
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