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Abstract. Nowadays, the pressure on prevent invasive methods for di-
agnostics is still increasing in the health care sector. In the case of the
lower urinary tract, early diagnosis can play a significant role to pre-
vent a surgery. Here, the widely used non-invasive test, the uroflowme-
try, is observed. As the new measurement devices are being created,
new algorithms for basic urinary flow classification must be developed.
There, the feature extraction methods are developed and introduced for
further use in combination with standard classifiers based on machine
learning. In the further work, the methods will be reviewed on extensive
dataset, which is currently being created. As the credible dataset verified
by several urologist will be obtained, the proposed methods should be
examined. Direction of further development will depend on the results
of introduced methods.
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1 Introduction

Nowadays, the pressure on prevent invasive methods for diagnostics is still in-
creasing in the health care sector. In the case of the lower urinary tract, early
diagnosis can play a significant role to prevent a surgery. Moreover, the percent-
age of men with lower urinary tract symptoms over age of 40 is slightly rising and
counts 60% [7]. As so, the voiding dysfunction should have major impact on the
life quality for a large proportion of men. The diagnosis is often based on urinary
flow measurements evaluation, called uroflowmetry. The uroflowmetry (UF) is
widely used non-invasive test, which evaluates emptying of the bladder [4].

The UF is basically carried out on an outpatient basis, at specific process
involving the person urinate into the measurement device (uroflowmeter) at
predetermined time. This procedure is not comfortable for the most patients.
Fore-more, the voiding ”on-demand” is unnatural, which causes the significant
test-to-test variability [12]. As so, the test repetition is recommended, which
is time-consuming and costly ineffective [11], [17]. Therefore, the demand for
new small devices for comfortable use, but also for easy and practical methods
signaling emerging problems, is growing.
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The one of mostly used urodynamic measurement method in clinical envi-
ronment rests on weighing of the voided urine in time [19]. Since the dominant
methods for plausible diagnoses are based on the urine flow, the derivative of
weighted urine in time must be determined or calculated. Block diagram of the
typical uroflowmeter widely used in clinical environment is shown in Fig. 1.
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Fig. 1. Block diagram of uroflowmeter, where A/D converter stands for analog to
digital converter and PC is personal computer.

When the urinary flow curves are obtained, the significant parameters are
measured according to the recommendations of the ICS - International Conti-
nence Society [18]. Not only parameters are tracked, but it’s also highly rec-
ommended to evaluate the whole urinary flow curve. At first, the curves can
be divided into continuous and discontinuous types. For more, the continuous
curves are divided into normal, box and compressive type [6]. These clusters often
indicate a disease. However, since the curve evaluation is mostly performed by
urologist or other specialist, the result may be affected by human error. There-
fore, the obvious direction of the research is to develop and to propose a method
capable of helping the doctor make decisions. Here, the authors try to propose
a set of possible machine learning approaches in order to provide the mentioned
capability.

In this article, the curves of the urinary flow and the urine weight in time,
acquired by mostly used clinical uroflowmeter [19], are observed.

The article is structured as follows. At first the problem is formulated. This
includes the description and examples of the typical UF curve shapes and pa-
rameters. In the next section, the proposed methods are introduced. Then the
possible use is discussed. The article is finished with conclusions.
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2 Problem formulation

The lower urinary tract symptoms are diagnosed with urodynamic methods by
default. Urodynamics is a study, where bladder and urethra are on the scope
of view when performing their function of storing and releasing urine. One of
mostly used method is an uroflowmetry. The UF is widely used, because of its
benefits like non-invasiveness, easy reproduction, simple use, and possibility of
repetition over time [3]. The aim of this paper is to propose and discuss a chain
of steps necessary for the UF autonomous application.

The UF is widely researched topic based on analysis of bladder emptying
divided into a two main branches. The first one is the analysis of the urinal flow
curves, where mainly the shapes are observed. The second direction is about
analysis of quantitative parameters. Casually, the measured data must be pre-
processed for further use in mentioned directions.

2.1 Curves selection

The uroflowmetric curves measured in typical case cannot be automatically used
before preprocessing. It is caused by voiding in unnatural conditions, where the
beginning of urination is often repeated, total voiding amount is below minimal
limit and the psychical influence occurs when patient urinates in the presence of
another person (nurse, doctor). Thus, the only data where total volume of urine is
bigger than 150ml are selected for further consideration as recommended in [15].
Then, from the whole measurement process, only the part from real start of
urinating and its finish are chosen. As the raw data are considerably affected by
noise, the filtering is executed. The curve selection and preprocessing for possible
automatic processing is implied in Fig. 2.
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Fig. 2. Measured data from uroflowmeter and preprocessed data for possible use.



4 Dominik Stursa et al.

2.2 Curve types

The basic diagnoses are based on the shape of the uroflowmetric curve. The
uroflowmetric curve shows the flow of urine through the urethra captured in
time. The standard uroflowmeters are measuring the total weight of urine voided
into the container in defined time steps. This measurements must be processed
to obtain the uroflowmetric curve. The curve shape for health patient is visibly
different with patients with any lower urinary tract symptoms (LUTS).

The normal uroflometric curve, representing the patient with healthy lower
urinary tract, have a typical bell shape.

Among the frequently observed LUTS, compressive and constrictive type can
be mentioned, as was implied in Introduction section. The constrictive type arises
with urethra stricture, where the curve have the box shape. The uroflowmetric
curve of patient with enlarged prostate (BPH obstruction) has a special shape
in between of bell and box shapes. The flow of urine in time graphs for normal
and both mentioned obstructions are captured in Fig. 3.
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Fig. 3. Uroflowmetric curves.

2.3 Quantitative parameters

For a simplified information, only several parameters, summarizing main indi-
cators of urine voiding process, can be used instead of the whole curve. The
total volume of voided urine is the first parameter. As next, the maximal and
average flow can be obtained as suitable parameters. As last major parameters,
the urination time and time to reach maximum flow can be selected. These pa-
rameters are typically read from uroflowmetric curve by urologist, but could be
also numerically calculated from data.

3 Proposed methods

As the types of curves are visually separated by urologist, the use of classifica-
tion and clustering algorithms comes in consideration. Not only with the curves,
but also with the quantitative parameters or other feature extraction technique,
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can be possibly the classification realized in practice. As the prevention plays
a significant role, the main purpose should be just to separate the bell shape
curves (healthy LUT) from others. Accordingly, the pattern recognition tech-
niques should be applied.

3.1 Pattern recognition system

The process of recognizing patterns with machine learning methods is called
pattern recognition. The pattern recognition algorithms are basically composed
of sensing part, preprocessing part, feature extraction algorithm and description
algorithm [14].

In pattern recognition system, the preprocessing is a process where data are
divided into multiple segments based on obvious data difference. In the case of
UF curves, the segmentation is based on LUT symptoms, which are changing
curve shape.

The feature extraction mechanism starts on initial set of measured data and
builds derived values intended to be informative and non-redundant. The differ-
ent types of feature extraction applicable to UF data are described in the next
section.

3.2 Feature extraction

As the UF curve is a typical graph containing a dependent variable changing in
time, the different approaches of feature extraction could be realized. Fore-more,
the urinal system should be described by the VBN model [20]. Here, individual
feature extraction approaches are examined. For all possible approaches data
must be preprocessed as described in section 2.1 and normalized.

Raw data as features This proposed approach is based on the idea that whole
sequence of data could carry enough information for specific pattern recognition
[16]. As so, the idea is about putting the normalized UF curve data to description
algorithm with its output pairs represented by assigned class. The classes are
sufficiently separable, which increases possibility of time series classification by
this approach. The scheme is shown in Fig. 4.

Model parameters estimation From the physical essence, the weight of
voided urine in time is some kind of transition characteristics. Thus, the general
mathematical model of LUT can be defined. Model parameters should vary for
each person. However, the correlation of parameters between patients with same
symptoms could be detected.

One of methods is to try the data for model identification [2]. For this purpose
the weight in time dependency data could be used. At first, the type and the
complexity of the model should be defined. ARX, ARMAX, NARX, NARMAX
or neural models are only a few of many possible architectures to be selected.
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Fig. 4. Time series classification with raw data as features.

The mean square error between data and model can be also tested. Based on
minimal error, the best model structure can be selected.

When the model structure is defined, the model parameters could be obtained
by model training or fitting. As an input, a step function should be used with
max value equal to total weight of voided urine and starting in time of voiding
start. Based on model structure, the output could be affected by its previous
values. Then, the model parameters should be used as an input to classification
algorithm. An example of this approach, considering a neural model, is implied
in Fig. 5.
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Fig. 5. Schema of the classification using parameters from trained neural model as an
inputs.
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Polynomial approximation Based on same data, the characteristics can be
interpolated with defined lines or should be approximated by splines or other
mathematical functions. Finding the parameters is an optimization problem of-
ten solved by minimization of the mean square error. Subsequent to the data
acquisition, the parameters of the splines or mathematical functions can be con-
sidered as an input for classification algorithm.

Quantitative parameters The quantitative parameters of UF curves are
widely used as initial assessment of healthy patient in practice. One of the ideas
is to test the possible classification with only quantitative parameters as an input
data. Fig. 6.
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Fig. 6. Quantitative parameters used as features for classification.

3.3 Description algorithm

Providing a reasonable answer for all possible inputs is generally the main aim
of pattern recognition systems. That can be basically achieved using classifica-
tion methods, clustering or regression methods. As the classes are defined by
urologist, the classification methods are on the scope of the article.

Classification trees The classification tree methods are used to predict class
membership of a categorical dependent variable from their measurements on
one or more predictor variables [13]. Predictor or ordered predictor variables
categorical splits could be easily realized by binary trees. Not as only at binary
decision, but also on linear combination splits the classification can be compute.

Nearest Neighbor In the pattern recognition, the k-nearest neighbor algo-
rithms are used. It is a non-parametric method used for regression and classifi-
cation. The input consist of the k closest training examples in the feature space
[1]. In the classification problem, the output is a class membership. An object is
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classified due to voting count of its neighbors, where it is assigned to the most
common class among its k nearest neighbors.

Naive Bayes The naive Bayes classification algorithms are based on the Bayes’
theorem, which describes the probability of event, based on prior knowledge of
conditions that might by related to the event [10]. Naive Bayes is a simple
technique for constructing classifiers, which is the model that assign class labels
to problem instances, represented as vectors of feature values.

SVM classification The main objective of the support vector machine algo-
rithm is to find a hyperplane in a N -dimensional space, where the N is the
number of features, that clearly classifies the data points [5].

Feedforward Neural networks The main ability of the neural networks
is that they can learn complex non-linear input-output relationships. That is
achieved by the sequential training procedures and by great self adeptness to
the data [9]. The most commonly used family of the neural networks for the
classification task is the feedforward neural network [8].

The feedforward neural network (FFNN) is composed by the input layer,
where every input variable must be connected to its neuron, then by the hidden
layers and finally by the output layer, where the count of neurons in the output
layer is the same as count of outputs. The learning process involves updating of
neuron connections weights, which makes the FFNN capable to perform cluster-
ing and classification tasks.

4 Conclusion

In the article were presented methods and designs for an automatic uroflow
curves recognition and classification. Urologists often use only several indicators
on the intuitive bases for the urinary flow curve classification, which in hand
with knowing of patient history could lead to clear LUTS diagnoses. Accord-
ing to this idea, the use of only classical recognition methods could finish with
failure. As such, the main objective is to use a different approaches for features
extraction. The probability of successful LUTS diagnose is increasing with the
feature extraction methods diversity. The presented methodology and designs
tries to keep the same idea and for that could provide the base for the automatic
uroflow curves classification.

5 Discussion and feature work

As a lot of the clinical measurement devices uses weighting of the voided urine
carried out on outpatient basis, the urinary flow curve can be considerably dis-
torted. The data acquisition in natural environment should be preferred, even at
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the cost of reduced quality caused by unprofessional measurement. Hence, the
automatic classification could help with LUT diagnoses based on knowledge of
the patient LUT model.

For possible classification of lower urinary track symptoms a several ap-
proaches were introduced. In the further work, the methods will be reviewed
on extensive dataset, which is currently being created. As the credible dataset
verified by several urologist will be obtained, the proposed methods should be
examined. Direction of further development will depend on the results of intro-
duced methods. If the results of the methods are comparably accurate with the
urologist decisions, their further extensions will be researched. In the other case,
the new concepts for LUTS classification must arise.
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