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Abstract. Machine learning has been widely adopted for medical image
analysis in recent years given its promising performance in image seg-
mentation and classification tasks. As a data-driven science, the success
of machine learning, in particular supervised learning, largely depends
on the availability of manually annotated datasets. For medical imaging
applications, such annotated datasets are not easy to acquire. It takes a
substantial amount of time and resource to curate an annotated medical
image set. In this paper, we propose an efficient annotation framework
for brain tumour images that is able to suggest informative sample im-
ages for human experts to annotate. Our experiments show that train-
ing a segmentation model with only 19% suggestively annotated patient
scans from BraTS 2019 dataset can achieve a comparable performance
to training a model on the full dataset for whole tumour segmentation
task. It demonstrates a promising way to save manual annotation cost
and improve data efficiency in medical imaging applications.

1 Introduction

Machine learning techniques have been widely used in medical imaging appli-
cations, achieving performance comparable to or even surpassing human-level
performance in a variety of tasks . The prevalence of machine learning tech-
niques comes with some evident challenges and one of them is the requirement
for large amount of annotated data for training. In medical imaging applications,
the availability of imaging data itself is usually not the real challenge since thou-
sands of people are examined by MRI, CT or X-ray scanners everyday, generating
large quantities of medical images. The real challenge comes from the scarcity
of human expert annotations for these images. Annotating medical images can
be expensive in terms of both time and expertise. For instance, annotating the
brain tumour image of one patient may take several hours even for a skilled
image analyst .

Many efforts have been devoted to addressing the challenge of the lack of
annotated data. One perspective is to maximise the use of existing data an-
notations. For instance, transfer learning and domain adaptation were
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proposed to utilise features learnt from annotations in an existing domain for
applications in a target domain where annotations are limited. Semi-supervised
and weakly-supervised learning [5| is another example, which leverages unla-
belled or weakly-labelled data, together with labelled data, to achieve a better
performance than using labelled data alone.

Another perspective to address the challenge is to optimise the annotation
process, which is in line with what we have explored in this paper. As has been
observed in [6,7], different data samples contribute to the training of a ma-
chine learning model to different extents. Selecting more informative samples
for manual annotation and for model training can therefore potentially reduce
the annotation cost and improve efficiency. To improve the efficiency of anno-
tation, active learning [8] was proposed for querying annotations for the most
informative samples only. The informativeness of an unannotated data sample is
normally defined by two equally important metrics: uncertainty, the confidence of
the model in predicting the correct label; and representativeness, which describes
how much characteristics of a data sample can represent the dataset it belongs
to. To select the most informative biomedical images for annotation, multiple
fully convolutional networks (FCNs) were used in |9] to measure the uncertainty
of data and the cosine similarity was used to find representative samples among
all candidates. In |10], a coreset-based method, which used a small set of data
points to approximate all of the data points, were combined with uncertainty
sampling for selecting brain lesion images that were both uncertain and rep-
resentative. |11] proposed a dual-criteria method, which utilised local sensitive
hashing and prediction confidence ranking to select informative samples. These
methods have shown effectiveness in selecting samples that contribute more to
model training.

In this work, we propose a gradient-guided sampling method that utilises the
gradient from the training loss to guide the selection of informative samples from
a data manifold learnt by a variational autoencoder (VAE) [12]|. There are two
major contributions of this work: (1) Medical images are suggested for annotation
using the loss gradient projected onto the data manifold. Although the loss
gradient was explored in the context of adversarial attack and learning [13],
its role in suggestive annotation has not been investigated in depth. (2) To
further reduce annotation cost, we takes the data redundancy in 3D volume into
account, investigating and comparing patient-wise vs. image-wise suggestions.
The proposed method was evaluated on a challenging annotation task, brain
tumour annotation, and it achieved a promising performance.

2 Methods

2.1 Overview

The framework of gradient-guided suggestive annotation is illustrated in Fig.
consisting of three steps: (1) A VAE is trained with an unannotated dataset
to learn a data manifold in the latent space. (2) An image segmentation model
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(base model), where we use a 2D UNet as an example, is trained in an ac-
tive learning manner. To initialise the model, the first batch of training data is
randomly selected from the unannotated dataset and suggested for annotation.
After training for several epochs, the gradient of the training loss is backpro-
pogated to the image space. (3) Gradient-integrated image is further projected
to the latent space using the VAE encoder. New unannotated samples are se-
lected in the latent space based on the gradient and suggested for the next round
of annotation. The model is then trained on images using annotations from both
step (2) and (3).

Step (2) and (3) can be done iteratively to suggest more batches of samples.
In this work, we perform it for just one iteration as the research focus here is
on investigating of whether such sampling method works and how well it works
compared to other methods, such as random suggestion or oracle method.

1. Training VAE to get data manifold and encoder
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Fig. 1. An overview of the suggestive annotation method. The framework consists of
three steps: (1) Training a VAE for learning the data manifold. (2) Training the seg-
mentation model and backpropagating the loss gradient to image space. (3) Sampling
on the learnt manifold guided by the gradient.

2.2 Learning the data manifold

Representativeness is important for selecting informative samples. Learning a
data manifold that can reflect the structure of a given dataset is the prerequisite
for the proposed framework. The VAE is used here for learning the data manifold
given its good potential shown in many other works . Let us denote an
unannotated medical images dataset by X = {x1,x2,...,2,}. A VAE is trained
on X with the loss function formulated as

Loyac(0, ¢32:) = MSE(fo(gs(xi)), xi) + Drr(gs(z]7i)||pe(2)), (1)

where g4(-) and fp(-) denote the encoder and decoder, which typically consist
of a number of convolutional layers . MSE denotes the mean square error
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function and D, denotes the KL-divergence, which regularises the optimisation
problem by minimising the distance between the latent variable distribution and
a Gaussian distribution [12]. Once trained, the VAE can be used to obtain the
latent representations Z = {z1, 22, ..., zp } given X. It will be used for sampling
purpose in the later stage.

2.3 Training the base model

We train the base segmentation model which can provide the gradient for sample
suggestion. As revealed in |16}/17], less informative samples are more important
at the early stage of model training, while harder samples are more important at
the later stage. Therefore, we first randomly select a subset S = {z1, Za, ..., T;m }
of m samples, which are used to initialise the model training and explore the
hard samples in the manifold.

An annotated dataset D = {(z1,y1), (z2,Y2), -y (Tm, Ym) } is thus constructed,
where y denotes the annotation by the expert. A base model is trained on D
with the Dice loss function defined by,

IN 2 1RT
o) =~ =l

where ¢; denotes the output of the base model given x;, which is a probabil-
ity map of segmentation and y; denotes the ground truth annotation from the
expert.

After the base model is trained, for each of the m samples x; € S, its gradient
of loss is backpropagated to the image space according to,

(zi,yi) € D. (2)

aLDz'ce
a.’lﬁi ’

(3)

T, =1+«
where the gradient informs the direction to harder samples and o denotes the
step length along the gradient.

2.4 Gradient-guided sampling

Here, we describe gradient-guided sampling, which selects informative samples
on the learnt data manifold and strikes a balance between exploring uncertain
samples and representative samples. Using the VAE encoder g4(-), the hard
sample z; can be projected to the latent space by,

7 = gy (7). (4)

Theoretically, images can be synthesised from z via the VAE decoder fy(-)
and suggested to the expert for annotation. However, the synthetic image may
not be of high quality, which would prevent the expert from producing reliable
annotation. To mitigate this issue, we propose to sample in the real image space,
searching for existing real images that are most similar to the synthesised image
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Fig. 2. Sampling process in the latent space. The zoomed view shows an example of a
new sample suggested by the proposed gradient-guided sampling method.

in the latent space. In this way, the expert would be able to annotate on high-
quality real images.

Fig. [2] illustrates the sampling process in the latent space. The red dots
are the latent representation of S that are randomly selected initially. After
training the base model with these samples, for any x; from S, the loss gradient
is backpropagated and integrated to x; (Eq. , then projected to z} in the
latent space (Eq. 4] and red cross in Fig. . One of two criteria we use to find an
existing real image is to find a z; € Z (yellow dot) that has the shortest Euclidean
distance to z. However, we have found that using the Euclidean distance alone
sometimes may fail to find an existing image that is similar to the synthesised
image. To mitigate this issue, we introduce an angular condition to limit the
search angle (black angle in Fig. . The angular condition is similar to the
cosine distance widely used in machine learning, which in our case was used to
constrain the search in the VAE manifold with respect to similar cases.

By using the gradient-guided sampling method, one or more samples can
be found given each z[. To simplify the process, we only select one sample
zj € Z for each z] in our work, which corresponds to image z; € X. In
this way, we select m informative samples and suggest them to the expert
for manual annotation. A new training dataset with m more samples D' =
{(z1,11), (z2,Y2), ..., (T2m, Y2m)} can be constructed, which consists of initial
samples and new samples suggested by the proposed method. The new training
set can be used for further training the base network.

3 Experiments

3.1 Dataset

To demonstrate the proposed sampling method in this paper, we used a brain
tumour dataset from the 2019 BraTS Challenge [18-22]. The dataset contains
T1, T1 gadolinium (Gd)-enhancing, T2 and T2-FLAIR brain MRI volumes for
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335 patients diagnosed with high grade gliomas (HGG) or low grade gliomas
(LGG), acquired with different clinical protocols from multiple institutions. Two
main contributors of the dataset are Center for Biomedical Image Computing and
Analytics (CBICA) for 129 patients and The Cancer Imaging Archive (TCIA)
for 167 patients. The dataset was pre-processed with skull-striping, interpolation
to a uniform isotropic resolution of 1mm? and registered to SRI24 space [23]
with a dimension of 240 x 240 x 155. We further processed the provided image
volume with zero padding and z-score intensity normalisation. The first and
last few image slices of the volume were discarded which were normally blank,
resulting in a volume of dimension of 256 x 256 x 150 after pre-processing. The
annotations of the dataset have four labels: background, Gd-enhancing tumour,
the peritumoral edema and the necrotic and non-enhancing tumour core. The
latter three labels were combined to form the whole tumour label, which was an
important structure for evaluating segmentation accuracy |18]|. The dataset was
split into 260/75 for training and test.

3.2 Experimental design

The VAE with the encoder and decoder built by residual blocks [24] was used for
learning the data manifold. It was trained for 50 epochs on the images with the
Adam optimizer, the loss given by Eq. [[] and a learning rate of le-4. The VAE
were trained with empirically selected z dimension numbers of 5. The UNet,
as the base model for segmentation, was trained with Adam optimizer using
Dice as the loss function and a learning rate of 1e-3. We used a 2D network for
segmentation due to the computational constraint, as it is challenging to feed a
whole 3D volume to 3D VAE network and segmentation network on a standard
GPU that we use (Titan X, 12GB RAM).

To further reduce annotation cost, we investigate two methods of suggestive
annotation: image-wise suggestion and patient-wise suggestion. Ideally image-
wise suggestion is preferred because it can select several representative image
slices for each patient and the expert does not need to annotate all the slices
for the same patient, which may contain high data redundancy. Patient-wise
suggestion, on the other hand, would require similar slices from the same patient
to be annotated. In reality, however, it may be difficult for the expert to annotate
the brain tumour on just a few slices from each patient without assessing other
slices in the context due to the reason that the vessel may look similar to a
tumour on MR images [18]. Here we test the two suggestion strategies under
an empirical assumption that if one image slice is suggested for annotation by
image-wise suggestion method, two adjacent slices would also be given to the
expert for reference.

Patient-wise suggestion: Assuming that we use 20 patients’ volumes to
test our method, we first randomly select 10 patients (equivalent to 150x10
slices) for initial model training of 30 epochs. Then we apply the proposed
method to select 10 more volumes from the rest of dataset for suggestive an-
notation. The model is then trained on the new set of 20 patients for 30 more
epochs. To sample the patient in latent space, the latent representations of 150
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image slices for each patient was calculated and averaged to form a patient-wise
representation.

Image-wise suggestion: To compare with the case of using 20 patients’
volumes, 1000 (150*20/3) image slices in total will be used, of which 500 slices
will be randomly selected initially to train the model for 30 epochs, then 500
more will be selected by the proposed method. The step size « is set to le-4 for
both image- and patient-wise suggestion.

The baseline method is random suggestion, which randomly selects the same
number of patients or images for training the segmentation model. An oracle
method was also evaluated, which assumes that the annotations are already
available for all the data and we select the posteriori ‘best’ (in our case, the
most challenging in terms of Dice score) samples according to the goal of opti-
mizing the segmentation model. The oracle method serves as an upper-bound
for suggestive annotation. Each experiment was repeated 10 times for evaluating
the averaged performance.

We evaluate the performance of our method in two scenarios, training from
scratch and transfer learning. For training from scratch, we sample from the full
BraTS dataset. For transfer learning, we use the CBICA dataset to pre-train the
UNet for segmentation and then sample from the TCIA dataset for fine-tuning
the network with the proposed method. This is common in medical imaging
applications, where we have trained a network using data from one site and then
need to deploy it to data from another site. In this scenario, TCIA dataset was
split into 130/37 for training and test. The data manifold was learnt from TCIA
training set only to avoid a data manifold that has bias towards the pre-training
(CBICA) dataset.

3.3 Results

Fig. [3] compares the performance of the proposed method to the baseline ran-
dom suggestion method and the oracle method, in terms of the Dice score for
segmentation. It shows that when training from scratch (Fig. [3|A), the proposed
method outperforms the random suggestion under all circumstances. In addi-
tion, it yields similar or sometimes better performance compared to the oracle
method. Training with 50 out of the full 260 volumes in BraT$S dataset (19%) or
2,500 out of 39,000 image slices (7%) suggested by the proposed method achieved
comparable performance to training on full dataset (a Dice score of 0.853 on full
dataset is observed). For the transfer learning scenario (Fig.|3|(B)), the proposed
method also consistently outperformed random suggestion and achieved compa-
rable performance as the oracle method. Some examples of images suggested by
proposed method for annotation are given in Fig. [4

When we compare patient-wise suggestion to image-wise suggestion, the lat-
ter is better in annotation efficiency since much less images slices are suggested
for annotation. In Fig. [3| (A), 2,500 images are suggested for annotation, which
can achieve a similar performance as annotating 50 volumes (7,500 images).
Even though some image slices are needed to provide the expert with the con-
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Fig. 3. Comparison of the proposed suggestive annotation method with the baseline
random suggestion method and the oracle method. Row (A): training from scratch;
Row (B): transfer learning from CBICA to TCIA. Left column: patient-wise suggestion;
right column: image-wise suggestion. For the total number of n patients or images, n/2
are randomly selected for initial model training and n/2 are selected using one of the
methods: random, proposed or oracle.

text in image-wise suggestion, given the expert would not need to annotate these
context images, image-wise suggestion is still a more efficient method.

4 Conclusions

In this paper, we present a gradient-guided suggestive annotation framework and
demonstrate it for brain tumour image segmentation. The experimental results
show that selecting informative samples substantially reduces the annotation
costs and benefits model training. The proposed method achieved a similar per-
formance as the oracle method. Moreover, with only 19% patient volumes or 7%
image slices suggested by our method, the segmentation model can achieve a
comparable performance to training on the full dataset. The proposed method
is easy to generalise to other segmentation tasks and it has a great potential to
lower the annotation cost in medical imaging applications.
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proposed method, which appear quite different from the initial samples.
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