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Abstract

Multi-site training methods for artificial neural networks are of particular interest to the medical 

machine learning community primarily due to the difficulty of data sharing between institutions. 

However, contemporary multi-site techniques such as weight averaging and cyclic weight 

transfer make theoretical sacrifices to simplify implementation. In this paper, we implement 

federated gradient averaging (FGA), a variant of federated learning without data transfer that is 

mathematically equivalent to single site training with centralized data. We evaluate two scenarios: 

a simulated multi-site dataset for handwritten digit classification with MNIST and a real multi-site 

dataset with head CT hemorrhage segmentation. We compare federated gradient averaging to 

single site training, federated weight averaging (FWA), and cyclic weight transfer. In the MNIST 

task, we show that training with FGA results in a weight set equivalent to centralized single site 

training. In the hemorrhage segmentation task, we show that FGA achieves on average superior 

results to both FWA and cyclic weight transfer due to its ability to leverage momentum-based 

optimization.
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1 Introduction

The quality of a machine learning model stems directly from its training data. Deep neural 

networks especially benefit from large datasets, utilizing thousands or millions of parameters 

to learn salient feature weights to account for many types of variation. The same is true 

when applying such models to medical imaging, except that site effects such as scanner 

manufacturer, acquisition parameters, and subject cohort greatly impact the generalization 

of a model trained to different sites. It is common to find models trained from a single 
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site’s data perform poorly on a new site [7]. This problem is further compounded by the 

difficulty of data sharing with medical images, which arises from ethical, logistical, and 

political concerns.

To address this problem, several multi-site approaches have been suggested. The term 

“federated learning” (FL) was first widely known from [12] in the application of learning 

from mobile devices. Here, the authors introduced a scenario in which an arbitrary number 

of clients solve individual optimization problems and aggregate their parameters as a central 

weighted average. This approach to FL has already seen implementation on real-world 

medical datasets such as brain tumor segmentation [14]. Similarly, asynchronous stochastic 

gradient descent [36] considered different GPU devices as clients, splitting training data 

among them and aggregating gradients before performing weight update to decrease training 

time. Related research in the field of continual learning [11, 20, 20] investigates methods 

to mitigate catastrophic forgetting [6], the phenomenon by which neural networks have 

no guarantee to retain useful weight values when training on new data. Bayesian neural 

networks, in which parameters are not point estimates but distributions of parameters, allow 

techniques such as distributed weight consolidation [18] to consider multi-site training as 

a continual learning problem. In transfer learning [22, 34], also known as pre-training 

or finetuning, model parameters are learnt first on some (usually large) dataset and 

subsequently trained for the problem of interest on a smaller dataset. Cyclic weight transfer 

(CWT) [4, 25] is a distributed method that leverages transfer learning to iteratively train 

a model at different institutes. While model generalization was reported to have improved, 

there is no mathematical guarantee that the CWT models will converge to an optimum of the 

combined datasets.

Although recent works [15] have shown the theoretical convergence for federated weight 

averaging (FWA, previously formulated as FedAVG [19]), in practice there is still a 

performance gap between centralized training at a single site and collaborative learning 

methods [28]. In contrast, federated gradient averaging (FGA) should offer equivalent 

performance to single-site learning, first formulated as FedSGD [19]. Gradient averaging 

has been a standard practice since the advent of deep learning [3] with regards to training a 

neural network using batches, as weight updates from a single sample are noisy and updates 

from the entire dataset are undesirable for empirical and theoretical reasons. Gradient 

averaging has also been used in asynchronous stochastic gradient descent [36] and in 

the TernGrad work [32], which considers the quantization of gradients to reduce network 

overhead.

In this work, we recast FedSGD [19] as FGA, show its equivalence to centralized training, 

and show FGA permits the use of not only SGD but also momentum-based optimizers such 

as Adam [10] without sacrificing the benefits of momentum via variable resets. We show the 

first use case of FGA for learning from unshared data housed at physically separate institutes 

and directly compare it to federated weight averaging (FWA) [14] and cyclic weight transfer 

(CWT) [25]. We first evaluate FGA in a simulated disjoint multi-site scenario with the 

handwritten digit classification dataset MNIST [13], then on a multi-site CT hemorrhage 

segmentation task.
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2 Method

2.1 Background

The training of artificial neural networks can be interpreted as finding parameters Θ for a 

function f which minimize a loss function ℒ over N input-output pairs {xi, yi}, i = 1, 2, …, 

N:

argmin
Θ

∑
i

N
ℒ fΘ xi , yi (1)

These parameters are usually updated iteratively via gradient descent optimization:

Θt Θt − 1 + η∇Θt − 1
1
N ∑

i

N
ℒ fΘt − 1 xi , yi (2)

In other words, the new weights Θ at time t are updated from the previous weights at time 

t−1 plus the gradient of the loss function scaled down by η, the learning rate (or step size). 

It is conventional to use Stochastic Gradient Descent (SGD)-based optimizers in practice, 

where the gradient is not calculated over all of the training samples but a randomly sampled 

subset (known as a batch).

To accelerate training, several momentum-based optimizers have been proposed [27]. The 

use of momentum has been shown to reduce sensitivity to noisy gradients and improve 

overall convergence. Adam [10] is a ubiquitous deep learning optimizer that updates 

parameters via momentum variables m and v (described in Algorithm 1 in [10]), each of 

which are functions of the gradients ∇Θt − 1.

Θt Θt − 1 + η mt
vt + ϵ (3)

2.2 Federated Learning

Multi-site learning approaches aim to find parameters Θ which minimize the loss L not over 

just N input-output pairs at a single site, but at all participating sites s = 1, 2, …, S of S 

participating sites. The class of multi-site learning approaches that we will discuss make use 

of a central server c which administrates weight and gradient collection, aggregation, and 

distribution.

Because the number of samples calculated within a batch is independent of the gradient 

calculation, the gradient of the average is the average of the gradients. We initialize the 

model fΘ at the central server c and copy the model to each local site s. The local sites 

sample a training batch and compute a gradient, then send the gradient back to the central 

server. The server averages the gradients across sites and sends the averaged gradient to 

each local site. Each local site computes its own momentum terms based on the averaged 
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gradient and updates weights. In this way, the momentum across sites is guaranteed to be 

identical (within floating point errors) due to calculation based on the same gradient. The 

exact procedure is described in Algorithm 1, expanded from FedSGD [19] to work with 

momentum-based optimizers.

2.3 Implementation

We have implemented FGA as a set of two main Python scripts: server and client. We 

enabled communication between server and client with secure shell tunneling. The server 

script is a Python Flask server which runs indefinitely and awaits incoming gradients. 

After gradients from all participating sites are received they are averaged element-wise and 

returned to each client. The client script is identical at each site and is a conventional neural 

network script with the additional step of sending gradients to the server and awaiting the 

averaged gradient before using an optimizer to update the local weights. Our source code is 

publicly available here [24]. FL was conducted between two different physical institutions: 

the NIH Clinical Center (A) and Vanderbilt University (B) . At A, we used TensorFlow 2.1, 

a Tesla V100-SXM3 GPU, CUDA version 10.1, and NVIDIA driver version 418.116.00. At 

B, we used TensorFlow 2.0 with the TensorFlow Determinism Patch [21], a GeForce RTX 

2080 Ti GPU, CUDA version 10.2, and NVIDIA driver version 440.48.02.

3 Experiments

We evaluated our implementation of FGA in a two scenarios: the handwritten dataset 

MNIST [13] data with simulated multi-site separation and a real multi-site dataset for CT 

hemorrhage segmentation [25]. With MNIST, we compare FGA to single site centralized 

data training, single site training at A and B, FWA, and CWT. With CT hemorrhage 

segmentation, we make the same comparisons except for centralized data training due 

to privacy restrictions on data transfer. Because there are two training institutes in these 

experiments, our implementation of CWT results in two different models; one model begins 
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at institute A and after 100 epochs ends at institute A and the other model begins at institute 

B and ends at institute B. Both CWT models are evaluated at all test sites.

3.1 MNIST

From the MNIST dataset we split the training and validation sets into two disjoint sets such 

that A has image-label pairs of digits 0, 1, 2, 3, 4 and B has image-label pairs of digits 5, 

6, 7, 8, 9. Models at both sites have 10 final neurons and thus have the capacity to predict 

classes at the other site, but have no supporting training or validation data. The test set is 

entirely withheld and contains samples from all ten digits. An epoch was defined as the 

model training on every sample from the training set once.

A small convolutional neural network (CNN) architecture was used, consisting of four 

convolutional layers with 16 3×3 filters activated by ReLU alternating with max pooling 

layers and finally connected through global max pooling to a fully connected layer with 

neurons equal to the number of classes. Softmax activation was used for final classification 

probabilities. All input and output data as well as model weights were 64-bit floats for 

greater precision in comparing FGA and single-site centralized data training. Convergence 

was defined as completing 100 training epochs. We trained the CNN using the Adam 

optimizer with a learning rate of 10−4 and with a batch size of 4096 for all methods except 

FGA for which the client batch size was 2048 to compare against single-site centralized-data 

training. This is because FGA updates weights by gradients from all participating sites. 

As a result, only 6 batches were needed to complete an epoch with FGA. To facilitate 

comparison between FGA and single-site centralized-data training, training data were not 

shuffled between epochs.

3.2 Hemorrhage Segmentation

A full description of the CT head imaging data is provided in [25]. Site A consisted of 

34 training volumes and 34 testing volumes, and site B had 32 training volumes and 27 

testing volumes. Additional test data (stored at Site A but acquired at different locations and 

using different scan protocols) were labeled Site C (11 volumes) and Site D (20 volumes). 

Since all selected multi-site methods are agnostic to architecture choice, a modified, reduced 

U-net [26] was chosen as the CNN architecture, replacing double convolution layers and 

max pooling layers with single convolution layers of kernel size 5 and stride 2 on the 

down-sampling arc and transpose convolution layers with the same kernel and stride settings 

to replace double convolution and up-sampling layers on the up-sampling arc. The exact 

architecture is publicly available [24]. These implementation choices were made to retain the 

same field-of-view but reduce memory consumption and processing time. This 2D reduced 

U-net was trained on randomly extracted 2D patches as described in [25] for 100 epochs 

with a batch size of 256 using the Adam optimizer with a learning rate of 10−4. During 

training and before patch collection, 20% of the CT volumes are set aside for validation.
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4 Results

4.1 MNIST

A comparison of all multi-site learning methods is shown in Table 1. Since our goal is to 

show the equivalence of FGA to centralized training, the final convergence of the model 

is secondary to the weight values. When inspecting the individual weight values of single 

site A∪B and FGA, they differed by no more than 10−12 due to floating point rounding 

due to gradient calculations. This is expected because FGA is mathematically equivalent to 

centralized training. Regarding performance across methods, as expected, Single Site A and 

B each only predict the classes for which training data was provided, resulting in about 50% 

accuracy. Since CWT methods each terminate at one site, their models are biased towards 

their most recent site.

4.2 Hemorrhage Segmentation

Qualitative results are shown in Fig. 1 and quantitative results are shown in Tab. 2. 

Considering the union of all test sets, FGA significantly (p < 0.005) outperforms the other 

multi-site training methods although the improvement within some test data sets was subtle. 

On dataset D, cyclic model B achieved greater performance, though FGA is still comparable 

and more stable, as it does not depend on CWT terminating at a site which may have a 

similar distribution to that test set. Qualitatively, all methods generated reasonable results, 

but in general FGA consistently suffered from fewer false positives. CWT performed as well 

or better than FWA in this scenario, as opposed to the MNIST scenario with disjoint training 

data.

5 Discussion

We have implemented federated gradient averaging (FGA) with the intent to enable 

momentum-based optimizers to be used in collaborative learning scenarios without 

sacrificing the benefits of momentum. We first validated FGA on a disjoint handwritten 

digit classification task and compared to FWA, CWT, and single-site training. Since FGA 

results in identical weights at each learning step to the single site scenario, we conclude 

that they are equivalent. We then applied FGA to truly multi-site data in a head CT 

hemorrhage segmentation task and showed its improved performance over other federated 

methods. Furthermore, we have shown that this approach is stable for application in real­

world scenarios where different physically separate sites have different hardware, framework 

versions, driver versions, and CUDA library versions.

Regarding training time and communication overhead, FGA is about 2× slower than FWA 

and CWT, and FWA and cyclic weight transfer are about the same speed as the slowest 

machine in single site training. Regarding scalability, FGA suffers no time penalty as the 

number of participating sites increases but is hampered in speed by the slowest participating 

site. CWT does not scale well as the number of participants increases, as the model must 

complete an epoch at each site before “seeing” all the data. FWA enjoys the best of both 

worlds, scaling well with the number of participants without delaying learning from unseen 

sites between epochs, but does not achieve performance equal to centralized training [28, 
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19, 14]. However, in general, FGA suffers from much more communication overhead than 

FWA and CWT, which indeed was partially the motivation for FWA [19]. There are many 

other factors involved in determining convergence time across sites, including variation in 

traditional hyperparameter choice (batch, learning rate, number of training epochs), dataset 

size, hardware, framework and driver versions, and network connectivity. Beyond these, all 

methods proposed in this paper involve some form of synchronization. For FGA, every step 

is performed in lockstep, and thus all sites must wait for the slowest site to finish processing 

its batch before averaging is performed. For FWA, every epoch is performed in lockstep and 

all sites must therefore wait for the slowest site to complete its epoch before performing 

the average. Additionally, many methods have considered gradient averaging as incurring 

too much network overhead, which is one reason why weight averaging is preferred [19, 

35]. There is also recent research to transform the gradients into communication-efficient 

variants [32, 33, 2, 16].

Finally, when deploying collaborative learning the protection of patient privacy is of utmost 

importance, especially when working with medical data [1, 5, 17, 31]. Previous works have 

demonstrated the dangers of sending raw data through the network [30] and to this end 

differentially private (DP) methods have been proposed [8, 29, 14]. With both FWA and 

FGA approaches, implementation of DP mitigates one class of privacy concerns, although 

FWA benefits particularly from obfuscation of batch gradients by sending weights only 

at the end of the epoch instead of at the end of the batch. In this sense, FGA relies 

even more on DP methods. However, the reconstruction of training data from the weights 

or gradients alone is nontrivial [30]. Despite difficulties to reconstruct data or determine 

whether a subject was a participant in a study, all collaborative multisite learning approaches 

are still vulnerable to malicious participant attacks [9]. Even DP models may leak training 

distribution information since they operate by tracking weight update changes over time. 

Best practices regarding safeguarding of patient data, model variants, and collaborative 

learning method selection are still under discussion by groups such as Project MONAI [23].
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Fig.1: 
Qualitative results of segmentation methods at each site.
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Table 1:

MNIST experiment: balanced accuracy scores (BAS) for each training method and site for the test set. The test 

set consists of all 10 classes and is identical across sites and methods.

Method Single Site Cyclic FWA FGA

Train Site A B A∪B A B

BAS 49.39% 48.26% 93.74% 79.34% 77.94% 88.37% 93.74%
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Table 2:

Dice scores for each training method and site for test sets at each site. Statistical significance with p < 0.005 is 

determined by the paired t-test and is indicated by an asterisk, and best results are indicated by bold text.

Method Site A Site B Site C Site D All Sites

Single Site A 0.67 ± 0.06 0.69 ± 0.08 0.69 ± 0.07 0.63 ± 0.05 0.69 ± 0.08

B 0.71 ± 0.06 0.69 ± 0.08 0.75 ± 0.07 0.64 ± 0.06 0.73 ± 0.07

Cyclic A 0.72 ± 0.07 0.73 ± 0.07 0.74 ± 0.08 0.63 ± 0.06 0.73 ± 0.07

B 0.73 ± 0.05 0.72 ± 0.07 0.73 ± 0.08 0.66 ± 0.06 0.72 ± 0.07

FWA 0.71 ± 0.06 0.72 ± 0.06 0.71 ± 0.08 0.63 ± 0.06 0.72 ± 0.06

FGA 0.77 ± 0.07* 0.76 ± 0.08* 0.78 ± 0.07 0.65 ± 0.07 0.76 ± 0.08*
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