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Preface

This volume contains the papers selected for presentation at the 23rd International
Conference on Discovery Science (DS 2020), which was organized to be held in
Thessaloniki, Greece, during October 19–21, 2020. Due to the outbreak of the
COVID-19 pandemic, the conference was moved online and held virtually over the
same time period. The conference was organized by the Aristotle University of
Thessaloniki, Greece, in cooperation with the Open University of Cyprus, Cyprus,
Dalhousie University, Canada, and University of Bari Aldo Moro, Italy.

DS is a conference series that started in 1986. Held every year, DS continues its
tradition as the unique venue for the latest advances in the development and analysis of
methods for discovering scientific knowledge, coming from machine learning, data
mining, and intelligent data analysis, with their application in various scientific
domains. In particular, major areas selected for DS 2020 include: artificial intelligence
applied to science; machine learning; knowledge discovery and data mining; causal
modeling; AutoML, meta-learning, and planning to learn; machine learning and
high-performance computing; grid and cloud computing; literature-based discovery;
ontologies for science, including the representation and annotation of datasets and
domain knowledge; explainable AI, interpretability of machine learning, and deep
learning models; process discovery and analysis; computational creativity; anomaly
detection and outlier detection; data streams, evolving data, change detection, concept
drift, and model maintenance; network analysis; time-series analysis; learning from
complex data; data and knowledge visualization; human-machine interaction for
knowledge discovery and management; evaluation of models and predictions in dis-
covery setting; machine learning and cybersecurity; as well as applications of the above
techniques in scientific domains.

DS 2020 received 76 international submissions that were carefully reviewed by
three or more Program Committee (PC) members or external reviewers. After a rig-
orous reviewing process, 26 regular papers and 19 short papers were accepted for
presentation at the conference and publication in the DS 2020 volume. Short papers
were just allotted a smaller presentation time compared to regular ones.

The conference program included three invited keynotes. Prof. Myra Spiliopoulou
from Otto von Guericke University Magdeburg, Germany contributed a talk titled
“Knowledge Discovery in mHealth – dealing with few noisy data.” Prof. Peter A. Flach
from University of Bristol, UK, contributed a talk titled “The highs and lows of
performance evaluation: Towards a measurement theory for machine learning.”
Prof. Gustau Camps-Valls from Universitat de València, Spain, gave a presentation
titled “Machine learning for Modelling and Understanding in Earth Sciences.”
Abstracts of the invited talks with short biographies of the invited speakers are included
in this volume.

We would like to sincerely thank all people who helped this volume come into being
and made DS 2020 a successful and exciting event. In particular, we would like to



express our appreciation for the work of the DS 2020 PC members and external
reviewers who helped assure the high standard of accepted papers. We would like to
thank all authors of DS 2020, without whose high-quality contributions it would not
have been possible to organize the conference.

We are grateful to the Steering Committee chair, Sašo Džeroski, and the whole
Steering Committee for their extraordinary support in critical decisions concerning the
event plan. We wish to express our thanks to local organization chairs, Anastasios
Gounaris and Apostolos Papadopoulos, and the whole organization team for their
support and incredible work. We would also thank the treasurer, Richard Chbeir, for his
professional work. We would like to express our deepest gratitude to all those who
served as organizers, session chairs, and hosts, who made great efforts to meet the
online challenge to make the virtual conference a real success. Finally, our thanks are
due to Alfred Hofmann and Anna Kramer of Springer for their continuous support and
work on the proceedings. We are grateful to Springer for a special issue on Discovery
Science to be published in the Machine Learning journal. All authors were given the
possibility to extend and rework versions of their papers presented at DS 2020 for a
chance to be published in this prestigious journal. For DS 2020, Springer also sup-
ported a Best Paper Award to Riku Laine, Antti Hyttinen, and Michael Mathioudakis
for their paper “Evaluating Decision Makers over Selectively Labelled Data:
A Causal Modeling Approach.” We would also like to honorary mention the
runner-up paper “Explaining Sentiment Classification with Synthetic Exemplars and
Counter-Exemplars” by Orestis Lampridis, Riccardo Guidotti, and Salvatore Ruggieri.

September 2020 Annalisa Appice
Grigorios Tsoumakas
Yannis Manolopoulos

Stan Matwin

vi Preface
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Abstracts of Keynote Talks



Knowledge Discovery in mHealth – Dealing
with Few Noisy Data

Myra Spiliopoulou

Research Group on Knowledge Management and Discovery (KMD), Faculty of
Computer Science, Otto von Guericke University Magdeburg, PO Box 4120,

39016 Magdeburg, Germany
myra@iti.cs.uni-magdeburg.de

Abstract. Patients with chronic diseases can greatly benefit from mHealth
technology. There are solutions assisting them in measuring signals (e.g., blood
pressure, sugar level, etc.), in keeping a diary with Ecological Momentary
Assessments (EMA), such as physical exercise, onset of symptoms, and sub-
jective perception of health condition. Machine learning can deliver useful
insights from data thus collected. While sensor signals can be collected without
interruption, EMA recording depends on patients’ self-discipline and compli-
ance.
The talk starts with an overview of the role of mHealth applications in

diagnostics and treatment support. Then, we focus on EMA for chronic con-
ditions. We discuss challenges of learning from few and noisy recordings, and
methods for prediction and risk factor identification on these data.

Keywords: mHealth � Multidimensional sequences � Gaps � Time series
prediction � Adherence



The Highs and Lows of Performance
Evaluation: Towards a Measurement Theory

for Machine Learning

Peter A. Flach

Intelligent Systems Laboratory, Department of Computer Science, University of
Bristol, Merchant Venturers Building, Woodland Road, Bristol BS8 1UB, UK

Peter.Flach@bristol.ac.uk

Abstract. Our understanding of performance evaluation measures for
machine-learned classifiers has improved considerably over the last decades.
However, there is a range of areas where this understanding is still lacking,
leading to ill-advised practices in classifier evaluation. This is clearly prob-
lematic, since if machine learning researchers are unclear about what exactly
their experiments are telling them about their machine learning algorithms, then
how can end-users trust systems deploying those algorithms?
I suggest that in order to make further progress we need to develop a proper

measurement theory of machine learning. Measurement theory studies the
concepts of measurement and scale. If you have a way to measure, say, the
length of individual rods or planks, this should also allow you to then calculate
the combined length of concatenated rods or planks. What relevant concatena-
tion operations are there in data science and AI, and what does that mean for the
underlying measurement scale?
I discuss by example what such a measurement theory might look like and

what kinds of new results it would entail. I furthermore argue that key properties
such as classification ability and data set difficulty are unlikely to be directly
observable, suggesting the need for latent-variable models. Ultimately, machine
learning experiments need to go beyond simple correlations and aim to make
causal inferences of the form ‘Algorithm A outperformed algorithm B because
two classes were highly imbalanced,’ or counterfactually, ‘if the classes were
rebalanced, the observed performance difference between A and B would
disappear.’

Keywords: Machine learning experiments � Classification performance �
Psychometrics � latent variables � Levels of measurement � Causal inference



Machine Learning for Modelling
and Understanding in Earth Sciences

Gustau Camps-Valls

Image Processing Lab, Universitat de València, Spain
https://isp.uv.es

@isp_uv_es

Abstract. The Earth is a complex dynamic network system. Modelling and
understanding the system is at the core of scientific endeavour. We approach
these problems with machine learning (ML) algorithms. I will review several
ML approaches we have developed in the last years: 1) advanced Gaussian
processes models for bio-geo-physical parameter estimation, which can incor-
porate physical laws, blend multisensor data while providing credible confi-
dence intervals for the estimates, and improved interpretability, 2) nonlinear
dimensionality reduction methods to decompose Earth data cubes in
spatially-explicit and temporally-resolved modes of variability that summarize
the information content of the data and allow for identifying relations with
physical processes, and 3) advances in causal inference that can uncover cause
and effect relations from purely observational data.
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