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Abstract. Unlike in statistical compression, where Shannon’s entropy
is a definitive lower bound, no such clear measure exists for the compress-
ibility of repetitive sequences. Since statistical entropy does not capture
repetitiveness, ad-hoc measures like the size z of the Lempel-Ziv parse
are frequently used to estimate repetitiveness. Recently, a more princi-
pled measure, the size v of the smallest string attractor, was introduced.
The measure v lower bounds all the previous relevant ones (including
z), yet length-n strings can be represented and efficiently indexed within
space O(vlog 2), which also upper bounds most measures (including z).
While ~y is certainly a better measure of repetitiveness than z, it is NP-
complete to compute, and no o(+ylog n)-space representation of strings is
known.

In this paper, we study a smaller measure, § < =, which can be com-
puted in linear time. We show that ¢ better captures the compressibility
of repetitive strings. For every length n and every value § > 2, we con-
struct a string such that v = £2(dlog %). Still, we show a representation
of any string S in O(dlog %) space that supports direct access to any
character S[i] in time O(log %) and finds the occ occurrences of any pat-
tern P[1..m] in time O(mlogn + occlog®n) for any constant ¢ > 0.
Further, we prove that no o(dlogn)-space representation exists: for ev-
ery length n and every value 2 < § < n'~°, we exhibit a string family
whose elements can only be encoded in f2(dlog %) space. We complete
our characterization of § by showing that, although +, z, and other repet-
itiveness measures are always O(d log %), for strings of any length n, the
smallest context-free grammar can be of size 2(§1log®n/loglogn). No
such separation is known for ~.
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1 Introduction

The recent rise in the amount of data we aim to handle [41] is driving research
into compressed data representations that can be used directly in compressed
form [32]. Interestingly, much of today’s fastest-growing data is highly repetitive,
which enables space reductions of orders of magnitude [19]: genome collections,
versioned text and software repositories, periodic sky surveys, and other sources
produce data where each element in the collection is very similar to others.
Since a significant fraction of the data of interest consists of sequences, text
indexes are important actors in this research. These are data structures that offer
fast pattern matching (and possibly other more sophisticated capabilities) over
a collection of strings. Though compressed text indexes are already mature [33]
and offer fast pattern searching within space close to the statistical entropy
of the string collection, such kind of entropy is unable to capture repetitive-
ness [28,32]. Achieving orders-of-magnitude space reductions requires instead to
resort to other kinds of compressors, such as Lempel-Ziv [29], grammar compres-
sion [26], run-length compressed Burrows—Wheeler transform [19], and others.
Various compressed indexes build on those methods; see a thorough review [19].
Unlike statistical compression, where Shannon’s notion of entropy [40] is a
clear lower bound to what compressors can achieve, a similar notion capturing
repetitiveness has been elusive. Beyond Kolmogorov’s complexity [27], which is
uncomputable, repetitiveness is measured in ad-hoc terms, as the results of what
specific compressors achieve. A list of such measures on a string S[1 .. n| follows:

Lempel-Ziv compression [29] parses .S into a sequence of phrases, with each
phrase defined as the longest string that has appeared previously in S. The
associated measure is the number z of phrases produced. The measure can
be computed in O(n) time [38].

Bidirectional macro schemes [42] extend Lempel-Ziv so that the source of
each phrase may precede or follow it, as long as no circular dependencies
are introduced. The associated measure b is the number of phrases of the
smallest parsing. It holds b < z = O(blog %) [18], but computing b is NP-
complete [20].

Grammar-based compression [26] builds a context-free grammar that gen-
erates S and only S. The associated measure is the size g of the smallest
grammar (i.e., the total length of the right-hand sides of the rules). It holds
2z < g=0(zlog2) and, while it is NP-complete to compute g, grammars of
size O(zlog 2) can be constructed in linear time [39,11,21].

Run-length grammar compression [35] allows in addition rules A — B* (¢
repetitions of B) of constant size. The measure is the size g,; of the smallest
run-length grammar, and it holds § < g,; < g and g,; = O(blog %) [18].

Collage systems [25] extend run-length grammars by allowing truncation: in
constant space we can refer to a prefix or a suffix of another nonterminal.
The associated measure ¢ satisfies ¢ < g,; and ¢ = O(z) [31].

Burrows—Wheeler transform (BWT) [10] is a permutation of S that tends
to have long runs of equal letters if S is repetitive. The number r of maximal
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equal-letter runs in the BWT can be found in linear time. It is known that
g =O(rlog2) [19] and & < r = O(blog®n) = O(zlog”n) [18,23].
CDAWGS [9] are automata that recognize every substring of S. The associ-
ated measure of repetitiveness is e, the size of the smallest such automaton
(compressed by dissolving states of in-degree and out-degree one), which is
built in linear time [9]. The measure e is always larger than r, g, and z [4,3].

An improvement to this situation is the recent introduction of the concept
of string attractor [24]. An attractor I' is a set of positions in S such that any
substring of S has an occurrence covering a position in I". The size «y of the small-
est attractor asymptotically lower bounds all the repetitiveness measures listed
above. Recent results [24,34,36,13] show that efficient queries can be supported
within O(vlog %) space® and that g,; = O(~log %) Previous solutions support
random access to S, or indexed searches on S, within space O(zlog 2) [5,6,12,17],
O(g) [14,15,16,8,1], O(g,1) [19], O(r) or O(rlog %) [30,4,19], and O(e) [2,3], none
improving in general upon the space O(ylog %) within which one can offer effi-
cient access [24] and indexing [34,13]. Using indexes based on = is not exempt of
problems, however. Computing ~ is NP-hard [24], and therefore one has to resort
to approximations like z, in which case the representation is only guaranteed to
be of size O(zlog 2). While this problem has been recently sidestepped [13], it is
still unclear whether v is the definitive measure of repetitiveness. In particular,
it is unknown whether one can always represent S within O(7) space (while this
is possible in O(b) space) or even within o(ylogn) space.

Our contributions. In this paper, we study a new measure of repetitiveness,
6, which arguably captures better the concept of compressibility in repetitive
strings and is more convenient to deal with. Although this measure was al-
ready introduced in a stringology context [37] and used to build indexes of size
O(vlog %) without knowing  [13], its properties and full potential have not been
explored. It always holds that § < «, and ¢ can be computed in O(n) time [13].
First, we show that d can be asymptotically strictly smaller than +: for every
length n and every value 0 > 2, there exist a string such that v = £2(d log % ). Still,
we develop a representation of S of size O(d log %) that allows accessing any char-
acter S[i] in time O(log %) and finds the occ occurrences of any pattern P[1..m]
in time O(mlogn + occlog® n) for any constant € > 0. For this, we reduce the
size of block trees [5] to O(dlog %). Therefore, we obtain improved space and
the same time performance compared to previous results based on v [24,34,36].
Further, we show that, for every length n and every value 2 < § < n'=¢ (where
e > 0 is an arbitrary constant), there exists a string family whose elements can
only be represented in £2(0log %) space. Thus, o(dlogn) space is unreachable
in general; no such limit is known for v. We complete our characterization of
d by proving that, although v, b, z, and c are always O(dlog %), the smallest

® Throughout the paper, the size of data structures is measured in machine words.
® The most recent index [13] locates patterns in O(m + (occ + 1)logn) time and
O(vlog %) space (being thus faster but still using more space).
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context-free grammar can be of size g = 2(6log® n/loglogn) for strings of any
length n. Again, no such lower bound is known to hold on ~.

2 Measure &

The measure ¢ has recently been defined by Christiansen et al. [13, Section 5.1],
though it is based on the expression dj(S)/k, introduced by Raskhodnikova et
al. [37] to approximate z. Below we summarize what is known about it.

Definition 1. Let d(S) be the number of distinct length-k substrings in S. Then
d =max{di(S)/k:ke[l..n]}.
Lemma 1 (Based on [37, Lemma 3]). It always holds that z = O(dlog % ).

Proof. Raskhodnikova et al. [37] prove that if d¢(S) < m - £ for every £ < {,
then z < 4(mlogly + ﬁ) Plugging o = % and m = §, we conclude that
2z <4(0log% +6) = O(dlog ). 0

Since b, ¢, and v are O(z), these three measures are all upper bounded by
O(élog %). Additionally, we conclude that g.; < g = O(zlog2) = O(§ log? %)
and note that = O(Jlog® n) has been proved recently [23].

Before we proceed, let us recall the concept of an attractor.

Definition 2 (Kempa and Prezza [24]). An attractor of a string S[1..n] is
a set of positions I' C [1..n] such that every substring S[i..j] has at least one
occurrence S[i'..j'] = Sli..j] that covers an attractor position p € I' N[i"..j'].

Lemma 2 ([13, Lemma 5.6]). Every string S satisfies § < .

Proof. Every length-k substring has an occurrence covering an attractor position,
so there can be at most kv distinct substrings, i.e., di(S)/k < yforallk <n. O

Lemma 3 ([13, Lemma 5.7]). The measure § can be computed in O(n) time
and space given S[1..n].

Proof. One can use the suffix tree or the LCP table of S to retrieve dj(S) for
all k € [1..n] in O(n) time, and then compute ¢ from this information. O

3 Lower Bounds in Terms of &

In this section, we prove lower bounds in terms of the measure . First, we show
that there exist string families where 6 = o(7y); in fact, 0 can be smaller by up to
a logarithmic factor. Second, we prove that there are string families that cannot
be encoded in o(§logn) space: for every length n and every value 2 < § < n'=¢
(where € > 0 is an arbitrary constant), there is a string family whose elements
require £2(dlog %) space to represent. Third, although in the next section we
give an O(0 log % )-space representation, below we construct a family of strings
which cannot be represented using context-free grammars of size O(dlog §); a
nearly logarithmic-factor separation exists.
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3.1 Lower bounds on attractors

Consider an infinite string S [1..], where So.[i] = b if i = 27 for some integer
Jj > 0, and Sy[i] = a otherwise. For n > 1, let S,, be the length-n prefix of S.
We shall prove that the strings in this family satisfy 6 = O(1) and v = 2(logn).

Lemma 4. For every n > 1, the string S, satisfies § <2 and v > & |logn].

Proof. For each j > 1, every pair of consecutive bs in S, [2/7! + 1..] is at
distance at least 2. Therefore, the only distinct substrings of length k < 27
in S,.[2771 + 1. are of the form a* or a’ba*~"~! for i € [0..k — 1]. Hence,
the distinct length-k substrings of S, are those starting up to position 2971,
Sooli..i+k —1] for i € [1..2771], and the k + 1 already mentioned strings,
for a total of d(Ss) < 2771 + k + 1. Plugging j = [logk], we get di(Ss) <
gMogk1=1 4 | 41 < 2l°gk |k < 2, concluding that §(S,,) < 2 holds for every n.

Next, observe that for each j > 0, the substring ba? ~'b has its unique occur-
rence in So at S [27 .. 2771, The covered regions are disjoint across even inte-
gers j, so each one requires a distinct attractor element. Consequently, (S, ) > %
for n > 27. Plugging j = [logn|, we get v(S,) > 3 |logn]. O

We can also show that there are strings with § = o(y) as long as 2 < § < o(n).

Theorem 1. For every length n and value § € [2..n], there is a string S[1..n]
with v = 2(dlog % ).

Proof. Let us first fix an integer m > 1 such that n > 4m — 1 and decompose
n—m+1=73", n; roughly equally (so that n; > 3 and n; = £2(Z)). We shall
build a string S over an alphabet consisting of 3m — 1 characters: a; and b; for
i €[l..m]and $; for i € [1..m — 1]. For this, we take S to be the string S,
built for Lemma 4, with alphabet {a,b} replaced by {a;,b;}, and we define S to
be the concatenation of the strings S interleaved with sentinels $;.

Notice that, for each k, we have dj(S) < (m — 1)k + 31", di(S™) because
every substring contains $; or is contained in S for some i. Hence, 6(S) <
3m — 1. (In fact, §(S) = 3m — 1 because d;(S) = 3m — 1.) Furthermore, v(S5) >
S (SW) = 2(mlog ) = (5 log %) since the alphabets of S() are disjoint.

This construction proves the theorem for § = 3m — 1 and n > 4m — 1. If
0 mod 3 # 2, we pad the string with O(1) additional sentinels. Each one increases
6(5), v(S), and n by 1. Finally, we note that the claim for 6 = £2(n) reduces to
~v = §2(0), and the latter relation follows directly from Lemma 2. O

3.2 Lower bounds on text entropy and grammar size

We now show that there are string families that cannot be encoded in o(dlogn)
space, that is, o(d log? n) bits. It is not known if the same occurs with .
Consider a family S* consisting of variants of the infinite string S, constructed
in the previous section, where the positions of bs are further apart and slightly
perturbed. More specifically, for each S € S§*, the first b is placed at position



6 T. Kociumaka, G. Navarro, and N. Prezza

S[1] and then, for j > 2, the jth b is placed anywhere in S[2 4772 +1..4971].
The family S;; consists of length-n prefixes of the infinite strings of the family
S*.

Lemma 5. For every n > 1, the family S;; needs h(Z(log2 n) bits to be encoded.

Proof. In our definition of §*, the location of the jth b can be chosen among
2 - 4772 positions, and each combination of these choices generatez)s a different
string in S* as long as n > 47~!. Hence, |S}| = H;J;Q 24772 = 2907) for n > 4%,

To distinguish strings in S}, any encoding needs log |S*| = 2(log” n) bits. O

Theorem 2. For every length n and value § € [2..n], there exists a family of
length-n strings of common measure § that needs £2(6 log? %) bits to be encoded.

Proof. By Lemma 5, encoding S, requires Q(log2 n) bits. Below, we prove that
the measure ¢ for any string in S is at most 2. Starting from position 4771 + 1,
the distances between two consecutive bs are at least 47. Therefore, the distinct
substrings of length k < 47 are either those that start at position i € [1..4771]
or those of the form a* or a’ba*~i~! for i € [0..k — 1], which yields a total of
di(S) < 471+ k+1. Plugging j = [4 log k], we get dj () < Alzlogk1-1 41 <
4218k L | < 9k, By definition of §, we conclude that §(S) < 2 for every S € S=.

As in the proof of Theorem 1, one can generalize this result to larger 9. a

The family S} also gives strings that do not satisfy g = O(d logn).
Theorem 3. For every length n, there is a string with g = 2(5log® n/ loglogn).

Proof. Consider the same family S, which needs h(Z(log2 n) bits to be repre-
sented. If we could encode it with a grammar of size g, each grammar element
would be a nonterminal that could be encoded with O(logg) bits. Therefore,
our grammar representation would require O(glogg) bits. Since this must be
2(log®n), it follows that g = 2(log®n/loglogn) for any grammar of size g
encoding S. Since 6 = O(1) for every string S € S, it follows that g =
2(51og®n/ loglogn). O

4 Block Trees in -Bounded Space

The block tree [5] is a data structure designed to represent repetitive strings
S[L..n] in O(zlog %) space while offering efficient access. In this section, we
show that the block tree is easily tuned to use O(dlog %) space while retaining
its functionality. Note that, given the lower bounds of Section 3, we cannot hope
for a representation of size o(d log % ).

4.1 Block trees

Given integer parameters r and s, the root of the block tree divides S into s equal-
sized (that is, with the same number of characters) blocks (assume for simplicity
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that n = s - r* for some integer t).” Blocks are then classified into marked
and unmarked. If two adjacent blocks Bj, Bs form the leftmost occurrence of
the underlying substring Bj By, then both B; and Bs; are marked. Blocks B
that remain unmarked are replaced by a pointer to the pair of adjacent blocks
B, By that contains the leftmost occurrence of B, and the offset € > 0 where B
starts inside B;. Marked blocks are divided into r equal-sized sub-blocks, which
form the children of the current block tree’s level, and processed similarly in a
recursive fashion. Let o be the alphabet size. The level where the blocks become
of length below log, n corresponds to the leaves of the block tree, and its blocks
store their plain string content using O(logn) bits. The height of the block tree

is then h = O(log, 2L%) = O(log, 1%2) € O(log 2).

The block tree construction guarantees that the blocks By and By to which
any unmarked block points exist and are marked. Therefore, any access to a
position S[i] can be carried out in O(h) time, by descending from the root to a
leaf and spending O(1) time in each level: To obtain BJi] from a marked block
B, we simply compute to which sub-block B[i] belongs among the children of B.
To obtain Bl[i] from an unmarked block B pointing to By, By with offset €, we
switch either to Bj[e 4 ¢] or to Bale + i — | B1|], which are marked blocks.

By storing further data associated with marked and unmarked blocks, the
block tree offers the following functionality [5]:

Access: any substring S[i..i+ ¢ — 1] is extracted in time O(h[£/log, n]).

Rank: rank,(S,i) is the number of times symbol a occurs in S[1..i]. Tt is
computed in time O(h) by multiplying the space by O(o).

Select: select,(S, ) is the position of the jth occurrence of symbol a in S. It
is computed in time O(loglog 2 4 hloglogr) by multiplying the space by
O(o).

It is shown that there are only O(zr) blocks in each level of the block tree

. . . .. 1
(except the first, which has s); therefore its size is O(s + 2rlog, {3557

4.2 Bounding the space in terms of &

We now prove that there are only O(dr) blocks in each level of the block tree,

and therefore, choosing s = § yields a structure of size O(drlog, leggg) with

height O(log, legg;:) For r = O(1), the space is O(dlog %) and the height is
O(log %).

Let us call level k of the block tree the one where blocks are of length r*.
In level k, then, S is covered regularly with blocks B = S[rF(i — 1) + 1..7r%i]
of length 7 (though mnot all of them are present in the block tree). Note that
k reaches its maximum in the root (where we have the largest blocks) and the
minimum in the leaves of the block tree.

7 If not, we simply pad S with spurious symbols at the end; whole spurious blocks are
not represented. The extra space incurred is only O(rh) for a block tree of height h.
The actual construction [5] uses instead blocks of sizes |n/s| and [n/s].
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Lemma 6. The number of marked blocks of length r* in the block tree is O(6).

Proof. Any marked block B must belong to a sequence of three blocks, B~-B-BT,
such that B is inside the leftmost occurrence of B~ - B or B - BT, or both (B~
and BT do not exist for the first and last block, respectively).

For the sake of computing our bound, let # be a symbol not appearing in
S and let us add 2 - r* characters equal to # at the beginning of S and 7*
characters equal to # at the end of S. We index the added prefix in negative
positions (up to index 0), so that S[—2-rF +1..0] = #27" Now consider
all the r* text positions p belonging to a marked block B. The long substring
E=S[p—2-7%..p+2-r¥ —1] centered at p, of length 47, contains B~ - B- B¥,
and thus E contains the leftmost occurrence L of B~ - B or B-B™. All those long
substrings F must then be distinct: if two long substrings E and E’ are equal,
and E’ appears after F in S, then E’ does not contain the leftmost occurrence
of any substring L.

Since we added a prefix of length 2 - ¥ and a suffix of length r* consisting
of character # to S, the number of distinct substrings of length 47* is at most
dy+(S) + 3rF. Therefore, there can be at most dy,x (S) + 3r* long substrings F
as well, because they must all be distinct. Since each position p inside a block
B induces a distinct long substring E, and each marked block B contributes
r¥ distinct positions p, there are at most (dy,.«(S) + 3r%)/r* marked blocks B
of length 7. The total number of marked blocks of length 7% is thus at most
(dyyr (S) + 3rF) Jrk = 4 - d g (S)/(47%) + 3rk JrF < 45 + 3. O

Since the block tree has at most 46 + 3 marked blocks per level, it has O(ér)
blocks across all the levels except the first. This yields the following result.

Theorem 4. Let S[1..n|, over alphabet [1..c]|, have compressibility measure 6.
Then the block tree of S, with parameters r and s, is of size O(s + 6rlog, 2E2)

slogn
words and height h = O(log,. "10%0)_

slogn

Note that & = O(Zlog %) = O(£,/%) due to Lemma 1, so log % = O(log Z_j)
= O(logZ2) = O(log%). Hence, the query time we obtain using O(dlog %)
space is asymptotically the same as the O(log %) time obtained in O(vy log%)
space [34,36] or the O(log 2) time obtained in O(zlog Z) space [5].

5 Text Indexing in J-Bounded Space

We now show that not only efficient access of S can be supported within O(élog %)
space, but also text indexing, that is, efficiently listing all the positions in S where
a pattern P[l..m] appears. For consistency with previous works, in this section
we speak of a text T'[1..n] instead of a string S[1..n].

Our index builds on top of a slight variant of the block tree of the previous
sections, with » = 2, s = §, and stopping only when the leaves are of length 1.
This block tree is of size O(dlog %) and of height O(log %).
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To build the index, we follow the same ideas of the “universal index” [34],
whose space will be improved without affecting its search time complexities.
That index builds on a variant of block trees designed for attractors: the I'-tree
has a first level with « equal-sized blocks, and at any other level k, it marks the
blocks that are at distance < 2* from an attractor position. Unmarked blocks
B then point to some copy of B that crosses an attractor position (the blocks
overlapping that copy are marked by definition). In the I'-tree pointers can
go leftward or rightward, not necessarily to a leftmost occurrence. The space
of the I'-tree is O(vylog 2), which we now know, by Theorem 4, that is never
asymptotically smaller than that of block trees with parameters r = 2 and s = J.

Karp—Rabin fingerprinting [22] assigns a string S[1..¢] the signature x(S) =
(3¢, S[i] - ¢i=1) mod p for suitable integers ¢ > 1 and prime p. It is possible to
build a signature formed by a pair of functions (k1, k2) guaranteeing no collisions
between substrings of S[1..n], in O(nlogn) expected time [7]. Our index will
need to compute Karp-Rabin fingerprints £(7'[i..j]) in time O(log %). This is
done on block trees by using the same algorithm described for the I'-tree.

Lemma 7. Let T[1..n] have compressibility measure 0, and let k be a Karp—
Rabin function. Then we can store a data structure of size O(6log %) supporting
the computation of k on any substring of T in O(log %) time.

Proof. The structure is the described block tree variant, with some further fields.
We store x(T[1..2%i]) at the ith top-level block, for all i and k = [log %]. We
also store k(B) for each block B stored in the tree and, for the unmarked blocks
B pointing to By, Bs with offset €, we also store x(Bi[l + €..]). Navarro and
Prezza [34, Lem. 1] show that this suffices to compute x(T[i..j]) within O(1)
time per level of the I'-tree; their proof holds verbatim for the block tree. a

Let us say that a block is explicit if it is stored in the block tree. Thus, a block
is explicit if and only if it is marked or it is the child of a marked block.

Lemma 8 (See [34, Lem. 2]). Any substring T[i..j] of length at least 2 either
overlaps two consecutive explicit blocks or is completely inside an unmarked block.

Proof. The leaves of the block tree, read left to right, partition 7" into a sequence
of explicit blocks. The leaves are either unmarked blocks or blocks of length 1.
Since |T[i..j]| > 2, if it is not completely inside an unmarked block, it cannot be
contained in a leaf, so it must cross a boundary between two explicit blocks. O

We now divide the possible occurrences of P[1..m] in T into primary (those
overlapping two consecutive explicit blocks) and secondary (those inside an un-
marked block). The technique used on I'-trees [34, Sec. 3] applies verbatim
here: Primary occurrences are found using a grid of (s — 1) x (s — 1), where
s = O(dlog %) is the number of leaves in the block tree, which finds the occ,
primary occurrences in time O((m + occ,)log® s), for any constant & > 0. The
ranges to search in the grid are obtained using their following result [34, Lem. 3].

Lemma 9. Let X be a sorted set of suffixes of T, and k a Karp—Rabin function.
If one can extract a substring of length ¢ from T in time fe(¢) and compute K on
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it in time fp (L), then one can build a data structure of size O(|X|) that obtains
the lexicographic ranges in X of the m — 1 suffizes of a given pattern P in worst-
case time O(m(fr(m) +logm) + fe(m)), provided that  is collision-free among
substrings of T whose lengths are powers of two.

Since in our case fc(m) = O(mlog %) and fn(m) = O(log %), we can find all
the ranges to search for in time O(mlog %*). The occs secondary occurrences
are obtained as on I'-trees [34, Sec. 3.2], within O((occ, + occ,) loglog %) time.

Theorem 5. Let T[1..n| have measure 6. Then there exists a data structure
of size O(6log %) such that the occurrences of any pattern P[1..m] in T can be
located in time O(mlogn + occlog® n), for any constant & > 0.

6 Conclusions

We have made a step towards establishing the right measure of repetitiveness
for a string S[1..n]. Compared with the most principled prior measure, the
size 7 of the smallest attractor, the proposed measure § has several important
advantages:

1. It lower bounds the previous measure, d < -, and can be computed in linear
time, while finding v is NP-hard.

2. We can always encode S in O(dlog %) space, and this is worst-case optimal
in terms of §: for any length n and any value 2 < § < n'=¢ (where ¢ > 0 is an
arbitrary constant), there are text families needing 2(0 log %) space. Thus,
o(dlogn) space is unreachable. Instead, no text family is known to require
w(v) space, nor it is known if o(ylogn) space can be reached.

3. Measures v, b, ¢, and z are upper bounded by O(dlog %), and g = O(§ log? %)
but there are text families where the smallest context-free grammar is of size
g = 2(61og? n/loglogn). This lower bound is not known to hold on 7.

4. The encodings using O(dlog %) space support direct access and indexed
searches, with the same complexities obtained within attractor-bounded
space, O(vlog %) An exception is a very recent faster index [13].

An ideal compressibility measure for repetitive sequences should be always
reachable and string-wise optimal, apart from being practical to compute. Mea-
sure dlog % is reachable and fast to compute, though optimal only in a coarse
sense (i.e., not string-wise but within the class of all the strings with the same &
value).

Note that we do not know if one can always encode a string within O(7)
space. If this was the case, then v would be a better measure than d log %, except
for being hard to compute. Otherwise, a good alternative could be b, which is
always reachable and might be string-wise optimal within some broad class of
representations that exploit repetitiveness, yet NP-hard to compute. It is not
known, however, if b or « are monotone, that is, smaller on 7" than on 771",
whereas ¢ clearly is. This fascinating quest is then still open.
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On the more practical side, it would be interesting to obtain faster indexes of

size O(0 log % ). Our index requires O(mlogn + occlog® n) search time, while in
O(vlog ) space, it is possible to search in O(m + (occ + 1) log® n) time [13].
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