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Abstract  
 
Atrial fibrillation is the most common sustained arrhythmia in the world. This condition 
is responsible for about 20% of the cardioembolic ischemic strokes, of which, most are 
caused by thrombus formed in the Left Atrial Appendage (LAA). Computational fluid 
simulations have been used to assess hemodynamic implications of AF on a patient-
specific basis. Deep Learning (DL) has shown potential in accelerating these simulations, 
although many of the most successful algorithms such as Convolutional Neural Networks 
(CNN) rely on the Euclidean structure of the data. Therefore, the aim of this study 
consisted on generating a fast surrogate of fluid simulations, that predicted the thrombus 
formation risk. For this purpose, a new flattened representation of the LAA was achieved 
by sampling the LAA in two directions: from the junction to the left atrium (i.e. ostium) 
to the tip (i.e. apex), using the normalized gradient of the heat flow and radially. It showed 
a great potential for clinical use and representation of LAA structures as a two-
dimensional flat geometry as well. Using the node discretization provided by the 
flattening algorithm, two Deep-Neural Networks (DNN) and one CNN configurations 
were tested. The mean absolute errors on the thrombogenic risk index given by the DL 
configurations were similar (0.74 and 0.73) while it was lower for the CNN (0.63). 
Similarly, the CNN-based approach detected better the highly thrombogenic risk areas 
compared to the DNN-based ones (87.9% vs 81.0% and 81.7%, respectively). 
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Keywords: deep learning; modelling; mesh processing; left atrial appendage; conformal 
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1. INTRODUCTION  
1.1 Atrial Fibrillation  

1.1.1 Pathology 
Atrial fibrillation (AF) is the most common sustained arrhythmia encountered in clinical 

practice, mostly prevalent among elderly men [1, 2]. In this pathology, the atria, which 

are the upper chambers of the heart, quiver or beat irregularly instead of beating 

effectively to move blood into the ventricles, leading to clot formation, stroke, heart 

failure or other heart-related complications [3]. 

Nowadays, the risk of clot formation is treated by oral anticoagulation, such as Warfarin. 

However, if the patients suffer from bleeding or the medication is too risky for them, a 

suitable alternative is the Left Atrial Appendage Occlusion. These devices completely 

seal the Left Atrial Appendage (LAA), preventing blood from entering and reducing the 

risk of thrombi formation, as it can be seen in Figure 1. 

 
Figure 1. WatchmanTM and AmplatzerTM Cardiac Plug devices after implantation in the LAA. From [4]. 

 

As a matter of fact, AF is responsible for 15 to 20% [5] of all cardioembolic ischemic 

strokes, more of the 90% of which are caused by thrombus formed in the LAA, a finger-

like cavity located in the left atria (LA). It is a bulged structure derived from the anterior 

wall of the LA with a hooked tubular shape. Its junction with the LAA is well defined by 

the ostium, a narrowing of the appendage’s orifice. This structure is highly heterogeneous 

and presents a high inter-patient variability in its size and shape, as presented in Figure 2. 
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Figure 2. Endocasts obtained from explanted hearts showing the different LAA intraluminal morphologies. From [6]. 

The influence of the LAA hemodynamics on thrombus development is a widely 

investigated topic [6, 7, 8]. Conditions such as reduced blood flow velocity in the LAA 

have been linked to an increased risk of thrombus formation [9], while others, such as 

presenting of a specific type of LAA morphology have also been hypothesized to play a 

key role in clotting. Nevertheless, according to recent studies, inconsistent LAA 

morphology classification coupled with low interobserver and intraobserver agreement 

suggests caution when directly linking LAA morphology to the risk of stroke [10].  

Computational Fluid Dynamics (CFD) has been widely employed on the study of LA 

thrombogenesis over the past few years [11, 12, 13]. In fact, it has proven to be an 

invaluable tool in establishing a mechanistic relation between patient-specific LA 

morphologies and their characteristic hemodynamics. 

 

1.1.2 Characterizing the thrombus development risk 
The process of thrombi development is linked to a combination of several hemodynamic 

conditions. Velocities under 40 cm/s have been associated with higher stroke risk and 

those under 20 cm/s with the identification of blood clots in the LAA [6]. Therefore, LA 

hemodynamic analysis becomes a fundamental tool in determining the risk of thrombi 

formation. So far, these data have been evaluated through noisy image data of 

transesophageal echocardiography. Unfortunately, it oversimplifies the fourth-

dimensional nature of blood flow patterns, as it can provide two-dimensional (2D) 



 
 

3 

velocities at most. One way to characterizing the complex blood hemodynamics of the 

cardiac chambers is time-resolved three-dimensional phase contrast magnetic resonance 

imaging, also known as 3D Cine PC-MRI or 4D Flow MRI, more colloquially, since it is 

able to obtain the full three-dimensional (3D) velocity vector field along time. 

Nevertheless, as this technique is still under development, it faces several challenges such 

as low spatial resolution which hampers its ability to compute more advanced flow 

parameters accurately. 

 

1.2 Fluid simulations to predict thrombogenic risk 
CFD is a branch of fluid mechanics, that consists on numerically analyzing fluid flow. It 

has been used in order to determine the most important LA and LAA morphological 

parameters in atrial flow dynamics [9], and to assess the complex flux characterization 

parameters, such as the Wall Shear Stress (WSS) [14] or the Endothelial Cell Activation 

Potential (ECAP). The ECAP is the principal factor that characterizes the thrombogenic 

susceptibility of a vessel, according to di Achille et al. [8], since it detects regions exposed 

to both low and oscillatory shear flow. High values of ECAP in an area are correlated 

well with locations of thrombus, so it allows identifying areas with a high risk of 

thrombosis. 

In addition, CFD has allowed the development of LA models to learn hemodynamic 

implications of AF on a patient-specific basis [13]. However, CFD presents a drawback, 

which is the vast computational resources and long computation times that they require 

to complete. It poses a significant limitation in the use of computational models in clinical 

applications.  

 

1.3 Deep Learning (DL) 
The substantial growth of computational power and data storage capabilities in recent 

years has resulted in a change of paradigm in the DL, allowing its widespread use in every 

single research field in medicine [15]. Nevertheless, it has not been until recently that DL 

algorithms have been employed in the high dimensional complex dynamic systems, such 

as fluid dynamics [16, 17]. Consequently, several publications have tried to study 

biological fluid flows, aiming to alleviate the time burden imposed by regular CFD 

simulations. 
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In this regard, Liang et al. [18], in 2018, suggested a Deep Neural Network (DNN) based 

method to directly estimate the WSS of the aorta, without performing the finite element 

analysis. Based on its work, Morales et al. [19], in 2019, designed a DNN with the 

objective of generating a fast surrogate of the LAA, to quickly assess the risk of thrombus 

formation in the LAA, without needing to perform the fluid simulations. However, his 

work presented some limitations, especially in the pre-processing stage of the meshes 

used for training the network. In particular, all LAAs needed to be composed of the same 

number of nodes sharing the same inter-nodal connectivity, achieved by registering each 

geometry to a template. In some points, it generated coarse triangle elements, that needed 

to be manually smoothed through visual inspection for each LAA. Moreover, there were 

registration errors due to large differences not recovered by the surface registration 

procedure and finally, the LAA had to be assembled to the LA and aligned in a very 

specific manner, ensuring the correct orientation. In addition to this, as the registration 

was based on a non-Cartesian representation, it only allowed fully connected networks to 

work; impeding the use of novel neural network architectures such as Convolutional 

Neural Networks (CNNs), which have proven to be very efficient in image processing 

tasks. CNNs are artificial neural networks that take in an input image and reduce it into a 

form which is easier to process, without losing important features [20]. There are many 

examples of the application of CNNs in the clinical world, some of which can be seen in 

the review study by Anwar et al. [21]. 

Thereby, a practical way of obtaining a Euclidean representation of the data is required, 

so that it can be fed to the mentioned algorithm. One such approach would consist on 

performing a flattening of the LAA geometry, which is a parametrization technique that 

consists on mapping 3D data into the 2D plane [22, 23]. After it, 3D structures can be 

seen entirely in a single image, thus making them easier to understand. In medicine, 

flattening is widely used, since it facilitates visualization of complex structures and 

comparison among patients, in order to determine physiological aspects. Some of the 

applications in the clinical practice can be seen in the work of Kreiser et al. [22]. 

A recurrent example of techniques used for visualizing flat structures consists on mapping 

the 3D structure into cartesian grid-based circular plots. It is a technique previously 

studied in cardiology, in the work of Köhler et al., that mapped 4D PC-MRI into circular 

plots [24] or in the Cardiac Bull’s Eye Plot, proposed by Cerqueira et al., in 2002 [25]. 

This representation has been widely adopted in the field of Cardiology to characterize the 
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17 myocardial segments of the left ventricle. Figure 3 shows two examples of the 

aforementioned representations. 

 

a)        b)  
Figure 3. Flat representation of the aorta (a), from [24] and Cardiac Bull's Eye Plot (b), from [25]. 

This way, the representation of the LAA as a cartesian grid would allow for the 

employment of CNNs.  

 

1.4 Objectives of the present study 
Morales et al. study [19] has shown great potential in predicting ECAP distribution in the 

LAA. However, as stated before, it has presented several drawbacks when was 

implemented. One of the fundamental limitations is that it did not allow CNN-based 

models to be applied, since the LAA population could not be represented as Euclidean 

datasets. 

For this reason, the goal of the present study was to generate a fast surrogate of fluid 

simulations, based on CNN, to predict the thrombus formation risk. To achieve this goal, 

it was necessary to develop an established standard representation of the LAA, achieved 

by mapping its surface to a 2D image through a novel algorithm. Afterwards, the flattened 

representation of the LAA was used to train state-of-the-art DL models, including based 

on CNN, to learn the relationship between the patient-specific LAA geometry and the in-

silico risk predictors of thrombus formation risk. 
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2. METHODS 
The methodology of this study is divided into two different sections. Firstly, the creation 

of the dataset that contains all the training data, i.e. the 2D representations of the LAA 

geometries, using previous CFD simulations. Additionally, the description of the DL 

algorithms used and the error metrics for assessing their accuracy are covered. Figure 4 

shows the workflow of the project. 

 
Figure 4. General pipeline of the study. The four steps related to geometry and ECAP obtaining were performed by 

Morales et al. [19]. Following the enumeration, the LAA are remeshed (1) and introduced into the flattening 
algorithm, where a radial (2) and an angular (3) mappings are applied over them, to obtain the flat representation 

(4). Afterwards, the DL networks are trained to estimate the ECAP in new LAA geometries. LAA: Left Atrial 
Appendage, SSM: Statistical Shape Model, CFD: Computational Fluid Dynamics, ECAP: Endothelial Cell Activation 

Potential. 
 

2.1. Geometry dataset and simulations  
The input shapes used in this work consisted on a virtual dataset of 300 artificial LAA 

geometries, obtained from a Statistical Shape Model (SSM) provided by Slipsager et al. 

[26]. In that study, non-rigid volumetric registration of signed distance fields was applied 

to 103 patient LAA surfaces obtained from the Department of Radiology, Rigshospitalet, 

University of Copenhagen. This ensured the same inter-nodal connectivity and number 

of nodes in all geometries. Subsequently, the SSM was generated based on Principal 

Component Analysis (henceforth referred to as PCA). 

After obtaining the data, the LAAs were attached to an oval using Meshmixer1, which 

acts as a simplification of the LA, with based on the work by García-Isla et al. [9]. This 

                                                
1 http://www.meshmixer.com/ 
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complexity reduction was necessary to narrow down the complexity of the study by 

limiting the geometry variations of each case to the LAA shape. Then, the volumetric 

mesh was created using Gmsh2 and afterwards introduced to ANSYS-Fluent3. A whole 

cardiac cycle was simulated for each case, divided into systole and diastole, setting up the 

parameters according to the study by Mill et al. [27]. After the simulations, the parameters 

necessary to compute the ECAP were exported. Finally, this calculation was made in 

MATLAB 2019b4 for each element of the mesh [9]. In this study, the ECAP was used to 

detect thrombogenic susceptible areas, since it unifies several parameters related to the 

pro-thrombogenic endothelial susceptibility. 

The final virtual dataset finally consisted on 206 artificial LAA geometries with the ECAP 

values in each node. Some of the simulations were discarded, since they showed 

unrealistic results. 

To more accurately represent the LAA mesh, the geometries were pre-processed. They 

were exported, firstly, to Meshmixer, in stl format. There, they were manually remeshed, 

increasing the number of nodes in each mesh, from 2466 to ~18,500. 

Afterwards, in order to ensure that each node had its correspondent value of ECAP, the 

remeshed stl file was exported to Paraview5, where an interpolation filter that used the 

Voronoi kernel was applied. This filtering is also known as nearest-neighbor 

interpolation. It allowed each node to have an ECAP value, calculated after interpolating 

the original ECAP values. Figure 5 compares the geometry of a LAA before and after 

remeshing it, there can be seen the increase of triangle elements without losing the spatial 

information of ECAP. 

 
Figure 5. Comparison of geometries before and after performing the remeshing. In the left, original LAA; in the right, 

manually remeshed LAA. ECAP: Endothelial Cell Activation Potential. 

                                                
2 http://gmsh.info  
3 https://www.ansys.com/products/fluids/ansys-fluent  
4 https://www.mathworks.com/products/matlab.html?s_tid=hp_products_matlab  
5 https://www.paraview.org/ 
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2.2. Flattening algorithm 
The mapping of the LAA from the 3D geometry to the 2D representation was applied by 

calculating polar-based coordinates, using a method similar to that proposed by Meuschke 

et al. [28] for mapping the aneurysm surface to a hemisphere. 

The flattening algorithm consisted of two successive steps, which were the radial 

mapping and the angular mapping. They were used to select the nodes of interest to 

discretize the contour from the 3D geometry. Figure 6 shows a schematic of the flattening 

algorithm. 

The algorithm input was made up by the geometry of the LAA, the desired number of 

radial and angular isolines, the coordinates of the circumflex artery and by the timestep. 

The geometry of the LAA consisted on the spatial coordinates of the nodes and the 

correspondences among them, which are the two necessary requirements to create a mesh. 

The number of radial and angular isolines depended on the wanted resolution of the planar 

representation. The coordinates of the circumflex artery consisted only in the three spatial 

coordinates of a point, necessary to orientate the 2D representation. The selection process 

of the optimal timestep is explained later. 

The selected representation for the output of the algorithm, for its visual ease and 

topology, was a bull’s eye plot. It is a representation based on a circular grid, in which 

each radial isoline is equivalent to a circumference; considering this, each sample of that 

isoline has the same radius. On the other hand, each radial isoline is equivalent to a radius 

of the circle, as seen in Figure 6. 

 
Figure 6. A schematic for illustrating the calculation of polar-based coordinates. From left to right: 3D mesh, which is 

the input of the algorithm; radial (top) and angular (bottom) isolines obtained from radial and angular mapping, 
respectively, flat representation of the cartesian grid and corresponding nodes in the 3D geometry. Adapted from 

Meuschke et al. [28]. 
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2.2.1. Radial mapping 
In order to obtain the radial mapping, the algorithm started detecting the nodes that form 

the border of the mesh, which correspond to the ostium of the LAA. After that, the 

geodesic distance between these nodes and the rest of them was computed. 

There is a large number of approaches to calculate it, but the one chosen due to its speed 

was the Heat Method, proposed by Crane et al. in 2013 [29] and applied in MATLAB 

2019b6. This method consists of three basic steps, which are, firstly, the integration of the 

heat flow �̇� = 	∆u for some fixed time; then, the evaluation of the vector field 𝑋, which 

is 𝑋 = 	−∇u |∇u|⁄  and finally, the solving of Poisson equation ∆φ = ∇ · 𝑋	. Here, 𝑋 is 

the normalized gradient field of ∇u and φ is the approximation of geodesic distance, as 

timestep goes to zero. The timestep t was chosen according to the numerical experiments 

carried out by Crane et al., stating that t	 = 	mh1, where ℎ is defined as the mean spacing 

between adjacent nodes and 𝑚 = 1, for near-optimal accuracy. In the case of this study, 

ℎ was the average edge length of the mesh, which was 0.001, so	𝑡 was 10-6. The final 

radial mapping was then normalized, yielding distances between 0 and 1. 

After applying the Heat Method, the nodes of the desired number of isolines were 

selected. Isolines are groups of nodes that are at the same distance from the LAA ostium 

and they were distributed regularly along the LAA from the ostium to the most distant 

node, which is the so-called apex. Figure 7 displays the effect of choosing a different 

number of isolines and how they are evenly distributed lengthwise. 

a)    b)  
Figure 7. Isolines of the LAA. (a) 10 isolines, (b) 30 isolines. In black, the nodes of the LAA. Colored, the nodes 

corresponding to the isolines. 

                                                
6 Using code from http://www.numerical-tours.com/matlab/meshproc_7_geodesic_poisson/  
Retrieved May 17, 2020. 
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Afterwards, a plane was calculated for each isoline, by performing a linear regression 

taking as input the nodes of each. The code for performing the planar fit was retrieved 

from a virtual MATLAB forum7. After that, each node was projected into the plane 

corresponding to its isoline, so that each isoline lied in a plane. Figure 8 shows the nodes 

that compose 5 isolines and their projection into their respective plane. 

a)       b)  
Figure 8. Nodes of the isolines before (a) and after (b) being projected into their respective 3D planes. 

 
2.2.2. Angular mapping 

The objective of the angular mapping was to sort the nodes of each isoline by the angular 

distance they have with respect to a reference node. In order to determine what is the 

mentioned node, the circumflex artery was considered, since it is a structure that is close 

to the LAA. To determine the reference node of each isoline, the furthest node from the 

circumflex artery was selected. In case of selecting the closest node as reference, some 

errors would happen in some isolines, making the angular mapping unprecise. After 

finding the reference nodes, the center of each isoline was computed. Afterwards, the 

angular distance of each node, relating to the reference one was calculated by means of 

the following mathematical operations: 

Stating 𝑣1 = 𝑟𝑒𝑓_𝑛 − 𝑐𝑒𝑛𝑡𝑒𝑟 and 𝑣2 = 𝑛𝑜𝑑𝑒′ − 𝑐𝑒𝑛𝑡𝑒𝑟, where 𝑟𝑒𝑓_𝑛 is the projection 

of the reference node, 𝑛𝑜𝑑𝑒′ is the projection of a determined node N in the plane and 

𝑐𝑒𝑛𝑡𝑒𝑟 is the center of that plane, the cross product 𝑥 = 	𝑣1 × 𝑣2 was computed, calling 

its normal 𝑛𝑥. With these data, the angular distance A between N and the reference node 

was computed according to Equation 1: 

 

                                                
7 https://es.mathworks.com/matlabcentral/answers/448708-plane-fitting-a-3d-scatter-
plot#answer_364205. Retrieved May 17, 2020. 
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𝐴 = 	 tanFG(𝑛𝑥, 𝑣1 · 𝑣2)																													[1] 

 

In it, · and tan-1,	 represent the dot product and the four-quadrant inverse tangent, 

respectively. Since the aforementioned process yields angular distance values between 

−𝜋 and 𝜋, they were operated to be between 0 and 2𝜋.  

Then, the nodes in each isoline were sorted by its angle, to select the nodes of the angular 

isolines. For it, the angle with the closest value to the angle of interest was selected, 

depending on the desired number of angular isolines. Figure 9 shows the graphic 

representation of both angular and radial mappings.  

a)   b)  
Figure 9. Graphic representation of the angular (a) and radial (b) mapping. In (a), nodes are colored according to the 

angular distance to the reference node. The white arrow crosses the different nodes of a radial isoline, with 
increasing angular distance values. In (b), nodes are colored according to the distance to the ostium. The white 

arrow crosses the different nodes of an angular isoline, with increasing distance to the ostium. N is the reference 
node of each radial isoline, diametrically opposite the circumflex artery. 

Thereby, once all the nodes of the contour discretization were chosen, their coordinates 

were stored in a matrix, where each row was an angular isoline and each column was a 

radial isoline. The ECAP value of each node was likewise stored in a different array, so 

it could be graphed later, as shown in Figure 10. The code used for achieving the bull’s 

eye plot representation was retrieved from a virtual MATLAB forum8 and used with 

minor changes. 

 

                                                
8 Daniel Ennis (2020). Bullseye Polar Data Plot 
(https://www.mathworks.com/matlabcentral/fileexchange/16458-bullseye-polar-data-plot), MATLAB 
Central File Exchange. Retrieved May 17, 2020. 
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Figure 10. 3D structure and flat representation of the LAA achieved in this study. Direction of radial and angular 
mapping is displayed, in red and green, respectively. The apex and a point of the ostium are emphasized. The blue 

star represents the relative position of the circumflex artery with respect to the LAA. ECAP: Endothelial Cell 
Activation Potential. 

 
2.3 Architecture of the Deep Learning models 

This work develops a surrogate of CFD simulations, accelerating the process of obtaining 

the ECAP by means of three DL models, which are tested. The objective was to directly 

estimate the ECAP maps of the LAA given its shape. For this task, the dataset composed 

of 206 LAA ECAP maps obtained from the discretization and their respective 3D 

coordinates of that points was used.  

The different DL approaches that have been studied are detailed in the following sections. 

Firstly, the two DNN-based ones (henceforward referred to as Liang model and Morales 

model, respectively) and then, the CNN-based model. 

 

2.3.1 Liang model 
The first model used was a DNN, adapted from Liang et al. [18], as Morales et al. was 

not able to implement it due to its representation constraints. Figure 11 presents a diagram 

of this model, which is basically composed of three main steps: the shape encoding, the 

non-linear mapping and the ECAP decoding. 
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Figure 11. Overview of the DNN workflow, adapted from Liang et al. [18]. The input to the network is the shape of 

the LAA, represented by the coordinates of the nodes and the output is the ECAP distribution in each node. a1-M and 
b1-N are the components of the shape code and of the ECAP code of the LAA, respectively. 

 
Shape encoding was the first step, meaning that spatial coordinates of the LAA shape,  

represented by a quadrilateral mesh, have been encoded into a set of scalars. This process 

was carried out by means of PCA, which allowed reducing the dimensionality of the 

training set. It consists on finding the set of modes of variation or Principal Components 

(PCs) that best describes the observed variation so that any shape can be approximated 

by a linear combination of these modes [30]. By using PCA, a determined LAA geometry 

X can be represented as follows: 

𝑋 = 𝑋P + R 𝛼TU𝜆T𝑊T

X

TYG

																										[2] 

In this equation, 𝑋P is the mean shape of the LAAs: 𝑋P = ∑ 𝑥[\
[YG ; 𝜆T and 𝑊T  are, 

respectively, the eigenvectors and eigenvalues of the covariance matrix and 𝛼T is the 

shape code of the LAA. 

Parting from Equation 2, the shape code could be represented by using the Equation 3, 

that has been constructed using the property that establishes that eigenvectors are 

orthogonal to each other. 

𝛼T =
𝑊T](𝑋 − 𝑋P)

U𝜆T
																																								[3] 

Here, 𝑚 are the PCs used for encoding the LAA. It is important to emphasize that LAA 

is a complex structure, so the number of PCs selected must be relatively high, in order to 

retain a significant overall variability (90%-98%). Figure 12 displays the PCA 

dimensionality reduction network. 
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Figure 12. Network used for the shape encoding by means of PCA. Xi, yi and zi are the coordinates of the node 
iÎ(1,5000) and a1-20 are the components of the shape code of the LAA. 

 

After encoding the coordinates, a fully-connected neural network was used to map the 

shape code to the ECAP code. The network that achieved the non-linear mapping is 

presented in Figure 13. It was comprised of 3 hidden layers, each of them has 64 softplus 

activation units [31]. Other widely used activation units, such as ReLU, ELU, Parametric 

ReLU or Leaky ReLU, were also evaluated and discarded, due to the less accuracy they 

showed. 

 

Figure 13. Fully connected neural network used for the non-linear mapping. a1-20 and b1-64 are the components of 
the shape code and of the ECAP code, of the LAA, respectively. 

 
Finally, concerning the ECAP decoding, a bidirectional neural network was used. The 

bidirectionality allowed it to be used in the ECAP decoding as well as in the ECAP 
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encoding process, by reversing it. However, the encoding was only used in the training 

step. 

The ECAP decoding was based on Low Rank Approximation (LRA) [32]. For decoding 

the ECAP, the LAA quadrilateral flat wall was divided into 25 regions, each one 

composed of 200 nodes, therefore, the ECAP code of each region could be calculated 

from the ECAP code of the whole LAA. Then, the ECAP values of each node were 

computed from the ECAP code of each region, as it is shown in Figure 14. 

 

Figure 14. Network used for the ECAP decoding. b1-64 are the components of the ECAP code of the LAA, r1-64 are the 
components of the ECAP code of each region, from (1) to (25) and E(1) to E(25) are the values of ECAP of each region. 

 
 

2.3.2 Morales model 

 
Figure 15. Workflow of the second DL model. The input consisted on the coordinates of the nodes, shape encoding 
and decoding steps were performed by truncated PCA and the output consisted on the ECAP values of the nodes. 

The second DNN-based model was, in this case, adapted from Morales et al. [19]. The 

workflow of this model is presented in Figure 15 and, likewise the previous one, is 

composed of three steps, which are the shape encoding, the non-linear mapping and the 

stress decoding. 
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Firstly, the shape was encoded by truncated PCA, retaining the most significant PCs, 

followed by a non-linear mapping achieved by a fully-connected feed-forward neural 

network composed of 3 hidden layers, each one comprised of 256 ReLU activation units. 

In this model, the most important difference with the previous one is the ECAP encoding 

and decoding steps, which are done by means of truncated PCA. 

 

2.3.3 Convolutional Neural Network-based model 
In addition to the aforementioned DL models based on DNN, another approach was 

evaluated. It consisted on a CNN-based model inspired by the work of Li et al. [33], that 

predicted the spatial distribution of a reaction-diffusion system using an encoder-decoder 

based CNN. In that work, the CNN was used as a surrogate of a finite element method. 

This architecture allows to multiscale feature extraction by combining convolution layers 

with several pooling operations, where the encoder manages to represent each geometry 

as a condensed feature map. Later, this compacted feature vector can be decoded in order 

to produce an output, that could be a segmented image [34] or, as in this case, a map of 

ECAP. As in the previous DL models, the objective was to directly estimate the ECAP of 

each node of the LAA given its geometry without needing to compute fluid simulations.  

Since CNN are networks that work with Euclidean datasets, such as 2D of 3D images, 

both the input and the output of the network must be a matrix. The flattening algorithm 

has allowed the ECAP map of the LAA to be depicted in a 2D plane, but, it has also let 

the coordinates to be represented in that format. In this manner, input dataset was divided 

into 3 different channels: depicting the x, y and z coordinates of the LAA geometries.  

A graphical representation of the encoder-decoder CNN is displayed in Figure 16. The 

input of the network was a three-channel tensor, depicting the three coordinates. This 

tensor was then processed by the encoder part, where some convolutional operations were 

used to extract the features and maxpooling layers were used to down-sample these 

features. Afterwards, the decoder allowed to reverse the process in the encoder and to 

generate the predicted solution. 
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Figure 16. Overall encoder-decoder CNN architecture. Given the features from the encoder part (red arrows), the 

ECAP prediction was obtained through multiple decoding operations (blue arrows). 
 
 

2.4 Training and evaluation of the Deep Learning models 
2.4.1 Training of the Deep Learning models  

The parameters of the three different DL models were learnt from the training data. In the 

Liang model, the number of PCs, in shape encoding and singular components, obtained 

through LRA, in ECAP encoding, were firstly selected. The chosen number of PCs was 

50, which explained about 98% of the variability. On the other hand, the number of 

singular components that were chosen was 128 in the first LRA and 64 in the second one, 

which yielded an approximation error less than 1%. On the subject of the non-linear 

mapping hyperparameters, the selected optimization algorithm was Adamax [35], the 

batch size was 64 and the number of epochs was 500. 

For Morales model, in shape encoding, the selected number of PCs was 32, similarly to 

in ECAP encoding and decoding, where also the 32 most significant PCs were retained. 

This explained a total variability of 97% and 84%, respectively. Adam was the selected 

optimizer for the fully-connected network that performed the non-linear mapping; the 

batch size was 20 and the number of epochs was 200.  

Finally, for the CNN-based model, the training step was done in 400 epochs, with a batch 

size of 32 and a learning rate of 5·10-4. This model was trained using the resources 

provided by Google Colab9 environment; in particular, the NVIDIA Tesla P10010 Graphic 

Processing Unit or GPU was used, drastically decreasing the training time. 

                                                
9 https://colab.research.google.com/  
10 https://www.nvidia.com/en-us/data-center/tesla-p100/  Accessed June 5, 2020. 
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In the three networks, the training hyperparameters were tested in order to prevent 

overfitting. Besides, the selected loss function for all of them was the mean-squared error. 

 

2.4.2 Evaluation of the Deep Learning models  
The performance of the three models was then evaluated through Monte Carlo cross-

validation. For this, the results obtained after the flattening of the CFD simulations carried 

out by Morales et al. [19] were considered as the ground truth. In Monte Carlo cross-

validation, the dataset is randomly divided into two parts: in this case, the 90% of the 

shapes formed the training set and the remaining 10% formed the test set. In each iteration 

of the cross-validation, the shapes that comprise the training set are used to fit the DL 

model, while those in the test set are used to evaluate the accuracy of the prediction.  

This accuracy was assessed through MAE, which is the Mean Absolute Error and RMSE, 

the Root Mean Square Error. MAE is defined as the average of the absolute difference 

between prediction and ground truth over the test set if all individual differences present 

the same weight (Equation 4), while RMSE is defined as the square root of the average 

differences between prediction and ground truth (Equation 5).  

 

𝑀𝐴𝐸 =
1
𝑛	R

|𝑦[ − 𝑦b[|
c

[YG

																																								[4] 

 
 

𝑅𝑀𝑆𝐸 = g	
1
𝑛	R(𝑦[ − 𝑦b[)1

c

[YG

																														[5] 

 
 

In addition, another technique to assess the predictive capability of the DL models was 

used, that was based on the fact that higher values of ECAP represent areas with high 

thrombogenic risk. Following the study of  Di Achille et al. [8], the lower boundary for 

this risk was set on a value of 4, that corresponds to the upper 99th percentile, since it is 

more robust than only considering isolated peak values. 

This limit allowed binary classifying the nodes in two categories: Positive, which includes 

those nodes whose value of ECAP was above 4 and Negative, which includes nodes with 

ECAP value equal to or less than 4. 
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Considering this classification in both the ground truth and in the prediction sets, a 

confusion matrix was created. In it, the nodes that were classified as Positive in ground 

truth and prediction sets were labeled as True Positives (TP), the nodes that were 

classified as Negative in both sets were labeled as True Negatives (TN), the nodes that 

were erroneously classified as Negative in prediction set were labeled as False Negatives 

(FN) and the nodes which were incorrectly predicted as Positive, actually being Negative, 

were labelled as False Positive (FP).  

With that classification in mind, four more metrics were computed: True Positive Rate 

(TPR), True Negative Rate (TNR) accuracy and F1-score [36, 37]. TPR, which is also 

known as sensitivity, recall or hit rate, represents the proportion of nodes that were 

correctly catalogued as positive to the total number of nodes predicted as positive 

(Equation 6). On the other hand, the TNR, also called specificity or inverse recall, 

measures the proportion of nodes correctly identified as negative with respect to the total 

number of nodes predicted as negative (Equation 7). With respect to the accuracy, it 

measures the closeness of the predictions to the ground truth value, without mattering if 

they are positive or negative (Equation 8). Finally, the F1-score, which is also called F-

measure, represents the harmonic mean of precision (which is the proportion of correctly 

identified positive samples to the total positive predicted samples) and TPR (Equation 9). 

Basically, it gives more importance to present a low number of FP and FN labelled nodes. 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁																																																														 [6] 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃																																																														[7] 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁																															 [8] 

𝐹G − 𝑠𝑐𝑜𝑟𝑒 =
2 · 𝑇𝑃

2 · 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁																																			[9] 
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3. RESULTS 
3.1.  Flattening algorithm 

The proposed flattening algorithm has been evaluated on 206 LAA geometries. The 

average time the algorithm takes to generate the whole dataset of flat images is 254.91 

seconds, therefore, averaging, the elapsed time in generating one representation was 1.24 

seconds. 

Some examples of comparing 3D mesh and 2D flat representation can be seen in Figures 

17 and 18. Note the difficulty to compare different 3D representations among them due 

to their different shape. 

 
Figure 17. 3D structure and flat representation of a LAA achieved in this study. Direction of radial and angular 

mapping is displayed, in white and black, respectively. The blue star represents the relative position of the circumflex 
artery with respect to the LAA in both images. The brown star marks the same point in both representations. ECAP: 

Endothelial Cell Activation Potential. 

 
 

Figure 18. 3D structure and flat representation of a different LAA achieved in this study. Direction of radial and 
angular mapping is displayed, in white and black, respectively. The blue star represents the relative position of the 
circumflex artery with respect to the LAA, it is occluded by the LAA in the left image. The brown, yellow and violet 

stars mark point correspondences between both representations. ECAP: Endothelial Cell Activation Potential. 
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3.2.  Sensitivity analysis 
With respect to the visualization, as stated before, some input parameters of the flattening 

algorithm can be changed. These are the number of radial isolines, the number of angular 

isolines and the timestep. Firstly, the result after changing the number of radial isolines 

is shown in Figure 19 a); there, the output of the algorithm using 25, 50, 100 and 200 

radial isolines is compared, keeping the number of angular isolines in 50. In Figure 19 b), 

it is displayed the output with the number of radial isolines set in 50, while the number of 

angular isolines varies from 25 to 50, 100 and finally, 200. 

a)    b)  
Figure 19. In (a), from left to right and from top to bottom: output of the algorithm with 25, 50, 100 and 200 radial 
isolines, respectively. The number of angular isolines is kept in 50. In (b), from left to right and from top to bottom: 
output of the algorithm with 25, 50, 100 and 200 angular isolines, respectively. The number of radial isolines is kept 

in 50. ECAP: Endothelial Cell Activation Parameter. 

a)  b)  
Figure 20. In (a), from left to right and from top to bottom: output of the algorithm with 25, 50, 100 and 200 radial 
and angular isolines. In (b), from left to right and from top to bottom: output of the algorithm with timesteps=10-2, 

10-4, 10-6 and 10-8. The number of radial and angular isolines is 50. ECAP: Endothelial Cell Activation Parameter. 

Finally, if radial and angular isolines vary at the same time, an increase or decrease of the 

resolution of the representation is achieved, as seen in Figure 20 a). 
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Another parameter that can be altered is the timestep. However, as it is explored in Figure 

20 b), if it is changed outside the correct value, the representation becomes unreal. It is 

not simply a matter of resolution, but the problem is that nodes that do not exist are 

represented (left side of the bull’s eye plot in cases with timestep equal to 10-2 and 10-4). 

 

3.3.  Performance of the Deep Learning models 
To assess the three proposed DL models, they were trained on a dataset composed of the 

206 flat ECAP maps obtained from the flattening algorithm and the respective 

geometries. The selected input parameters for the algorithm were, in the case of the two 

DNN-based models: number of radial isolines=50, number of angular isolines=100 and 

timestep=10-6. In the case of the CNN-based model, the parameters were: number of 

radial isolines=65, number of angular isolines=65 and timestep=10-6. 

The time that took each round of cross-validation in the DL training process for the DNN-

based models was 1 minute and 42 seconds in the first one and 1 minute and 35 seconds 

in the second one, while in the CNN-based, the time that took the complete training was 

9 minutes and 13 seconds. With respect to the metrics, the accuracy of the three 

approaches is compared in Table 1 among them and with the obtained in the study of 

Morales et al. [19]. The MAE and RMSE errors of the two DNN-based models were 

similar, around 0.73 and 0.97, respectively. In the CNN-based approach, those errors were 

0.63 and 0.80. 

 
Table 1. Errors of the predicted ECAP distributions for the three models and the one from Morales et al. [19] study. In 

the case of the DNN-based ones, after a 100-fold cross validation. Std stands for “Standard deviation”. 

 
Liang model Morales model CNN-based model Morales et al. study 

Mean Std Mean Std Mean Std Mean Std 

MAE 0.744 0.29 0.727 0.06 0.627 0.10 0.646 0.05 

RMSE 0.955 0.35 0.991 0.10 0.804 0.09 0.891 0.09 
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The predicted ECAP 2D mapping of a representative LAA of the three studied DL 

networks, together with the ground truth ECAP map are displayed in Figure 21. 

Furthermore, Figure 22 shows the prediction of the ECAP distribution on the LAA 

geometry by the three DL networks alongside with the prediction of Morales et al. [19] 

study and the ground truth. 

 

 
Figure 21. From left to right: predicted ECAP bull’s eye plot mapping of Liang method, of Morales method, of the 

CNN-based method and ground truth. ECAP: Endothelial Cell Activation Parameter. 

 
 

 
Figure 22. From left to right: predicted ECAP 3D mapping of Liang method, of Morales method, of the CNN-based 

method, ground truth ECAP distribution and prediction of Morales et al. study [19]. Top and bottom rows represent 
frontal and back views, respectively. ECAP: Endothelial Cell Activation Parameter. 

 
Table 2 summarizes the average confusion matrices of the three approaches and compares 

them with the results of the study of Morales et al. [19] and Figure 23 shows the 

distribution of TP, TN, FP and FN nodes in the same LAA geometries than in Figure 21. 
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Table 2. Average number and percentage of nodes classified as FN (false negative), TN (true negative), TP (true 
positive) and FP (false positive) in the four methods. Total number of nodes: Liang and Morales models: 5000, CNN-

based model: 4225, Morales study: 2466. 

 Liang model Morales model CNN-based model Morales et al. study  

FN 570.1 (11.40%) 513.6 (10.27%) 255.2 (6.04%) 161.5 (6.55%) 

TN 3573.8 (71.46%) 3554.1 (71.09%) 3057.9 (72.38%) 2023.7 (82.06%) 

TP 476.4 (9.53%) 532.8 (10.66%) 653.9 (15.48%) 230.6 (9.35%) 

FP 379.7 (7.59%) 399.5 (7.99%) 240.0 (5.68%) 50.2 (2.04%) 

 

 

 

Figure 23. From left to right: predicted FN, TN, TP and FP areas in Liang method, in Morales method and in the CNN-
based method. FN: False Negative, TN: True Negative, TP: True Positive, FP: False Positive. 

 
Finally, TPR, TNR, accuracy and F1-score of the three proposed DL models and that of 

Morales et al. study [19] are shown in Table 3. In it, is shown that the CNN-based 

approach presents the higher TPR and F1-score, 0.72 and 0.73, respectively. On the other 

hand, in Morales et al. [19] study, the higher TNR and accuracy were achieved, 0.98 and 

0.91, respectively. 
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Table 3. TPR, TNR, accuracy and F1-score of the three proposed DL models and the one from Morales et al. [19]. 

 Liang model Morales model CNN-based model Morales et al. study  

TNR 0.904 (90.4%) 0.889 (88.9%) 0.927 (92.7%) 0.976 (97.6%) 

TPR 0.455 (45.5%) 0.509 (50.9%) 0.719 (71.9%) 0.582 (58.2%) 

Accuracy 0.810 (81.0%) 0.817 (81.7%) 0.878 (87.9%) 0.914 (91.4%) 

F1-score 0.501 (50.1%) 0.539 (53.99%) 0.725 (72.5%) 0.685 (68.5%) 
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4. DISCUSSION  

The basis of this work has been the generation of a fast surrogate of CFD simulations, 

based on CNN, to estimate the ECAP values of the LAA from its geometry. For that 

purpose, firstly a fast flattening algorithm of the LAA was generated from scratch. As 

previously detailed, this algorithm is able to perform the contour discretization and the 

flattening of a single LAA geometry in a little over a second. 

By using this method, we successfully managed to flatten the LAA allowing employ 

standard state of the art DL algorithms which require Euclidean training datasets, without 

the need of performing any remeshing of the LAA mesh before the CFD simulations. In 

addition, correspondences among different LAAs are achieved in an easier and faster way 

than in other approaches, e.g. template registration. It is important to emphasize the 

advantage of being able to perform the flattening of a LAA geometry practically 

instantaneously, allowing to obtain results in real time. 

Moreover, the proposed flattening allows for quick visual examination of larger LAA 

datasets. Since LAA presents a complex anatomy, the distribution of the ECAP on its 

surface is currently interpreted by rotating the LAA in the interface of a computer 

visualization application. Although this method is well suited for in-depth analysis of one 

LAA at a time, this task becomes daunting in the case of comparing large datasets. Hence, 

one way to overcome this problem is by using the proposed flattening framework. In 

addition, we hypothesize that this algorithm might be easily applied to other topologically 

similar structures, since it is only necessary to have a starting edge and a reference point 

to implement it. 

With respect to the DL models evaluated in this study, they have been able to correctly 

predict ECAP distribution in LAA surface but presenting difficulties in some cases. As 

seen in the Results section, the MAE and the RMSE are similar between the two DNN-

based models, similarly to the accuracy and the F1-score. These metrics suggest that, by 

the moment, the non-rigid volumetric registration method used by Slipsager et al. [26] 

performs better using DNN-based surrogate models than the contour discretization 

approach based on the flattening algorithm. However, the method proposed in this work 

is orders of magnitude faster than the other one. On the other hand, the CNN-based 

surrogate model has lower MAE and RMSE values than the DNN-based ones, including 

the two analyzed in this study and the one studied by Morales et al. [19]. It has a better 
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performance than the two DNN-based methods examined in this paper on each metric 

analyzed and presents a better TPR and F1-score than the method proposed by Morales et 

al. [19]. It suggests that the CNN-based model is able to predict the areas with a higher 

value of ECAP with more precision than the other approach, while the TNR does not vary 

much. 

A problem seen in the Results section is that, although the TNR is around 90% in the 

three studied models, the global accuracy decreases due to the lower TPR. This problem 

is especially important in the DNN-based models, which do not predict well the areas 

with high values of ECAP and gets confused in some cases. This problem may happen 

due to the limited size of the used dataset, that do not contain a significative amount of 

geometries. It leads to failure in the non-linear mapping step of the DL networks, because 

they have not learnt what is the ECAP distribution map of geometries such that and the 

network must forecast the ECAP of the nodes computing it from not enough similar 

geometries. Nevertheless, it must not be forgotten that the task in hand involves a high 

degree of difficulty and that the DL networks used have shown a satisfactory predictive 

capability in most cases. 

A further point to note is that the selection of 4 as threshold for dividing the classifying 

the nodes into two categories has been performed without existing validated ECAP maps 

on the LAA in the literature [8]. If other value were selected, the accuracy of the models 

may change significantly. 

Furthermore, it is worth mentioning that the LA modelling as an ovoid without any inter-

patient difference produces unrealistic ECAP maps, which cannot be considered 

clinically relevant at the moment. A method that could be attempted to bridge this 

problem would consist on obtaining a big enough dataset of real LAs. Correspondences 

among them could be set up by means of the fast flattening method proposed by Núñez-

Garcia et al. [23].  

Another observed limitation is that, at this time, networks are likely to fail to predict the 

distribution of ECAP if they are tested on real geometries, due to the limited size of the 

dataset in which the original SSM was based and because of the high inter-patient 

variability that the LAA presents. With this in mind, the approach to overcome this 

problem would consist on using a larger dataset of real patients to create the SSM. Hence, 

the model will be more precise. However, it is important to bear in mind that obtaining 
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clinical information and putting it together, combining data from different sources, is a 

slow and challenging process filled with, inter alia, bureaucracy and permit applications.  

An additional limitation of this study is the possible low accuracy of the ECAP maps that 

were used as input for the proposed flattening and DL algorithms. The pre-processing 

performed by Morales et al. may have altered the geometry of the LAA to the point of 

influencing the subsequent CFD simulations. In particular, the remeshing process of the 

LAAs, having to preserve the correspondences among nodes, results in areas of the LAA 

in which the blood cannot flow in the correct way, in CFD simulations. It could affect the 

computed ECAP values, thus altering the DL model. Using the flattening technique to 

establish correspondences, there will not be need for remeshing the LAA in such an 

unnatural manner, thus giving as a result more precise ECAP maps to train the DL models 

better. 
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5. CONCLUSIONS AND FUTURE DIRECTIONS 

It is important to bear in mind that LAA is a small part of the human heart and that the 

quantitative obtained error in the ECAP distribution prediction may seem extremely 

important when looking it in the computer, but actually, it only supposes a difference of 

millimeters in the human body. In this study, most of the predicted ECAP maps were 

similar qualitatively to the ground truth; there were few cases in which they differed so 

much that they could lead to misdiagnosis. 

However, apart from the commented limitations of this study, it is true that the use of DL 

in clinical world is, not only a promising approach, but a technique used nowadays in 

hospitals worldwide. Using DL, patient-specific data can be produced in matter of 

seconds and hence DL linked with CFD enables using more crucial data in real time. It is 

important in more areas than only cardiology, which are the design of medical devices or 

planning surgeries. 

As future step, since flattening has shown its remarkable potential, that algorithm could 

be used to create a wide dataset of flat ECAP maps to be later used to train a new DL 

model. The input ECAP maps to the algorithm could be obtained without geometric 

constraints, allowing more realistic results and the diversity of LAA geometries would be 

larger, allowing the model to capture better the non-linear relationship between the 

anatomic features and the ECAP. 
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1. LIST OF FIGURES  
 

 
 Page. 
Figure 1. WatchmanTM and AmplatzerTM Cardiac Plug devices after 
implantation in the LAA. From [4]. 

1 
 

 
Figure 2. Endocasts obtained from explanted hearts showing the different 
LAA intraluminal morphologies. From [6]. 
 
Figure 3. Flat representation of the aorta (a), from [24] and Cardiac Bull's 
Eye Plot (b), from [25]. 
 
Figure 4. General pipeline of the study. The four steps related to geometry 
and ECAP obtaining were performed by Morales et al. [19]. Following the 
enumeration, the LAA are remeshed (1) and introduced into the flattening 
algorithm, where a radial (2) and an angular (3) mappings are applied over 
them, to obtain the flat representation (4). Afterwards, the DL networks are 
trained to estimate the ECAP in new LAA geometries. LAA: Left Atrial 
Appendage, SSM: Statistical Shape Model, CFD: Computational Fluid 
Dynamics, ECAP: Endothelial Cell Activation Potential. 
 
Figure 5. Comparison of geometries before and after performing the 
remeshing. In the left, original LAA; in the right, manually remeshed LAA. 
ECAP: Endothelial Cell Activation Potential. 
 
Figure 6. A schematic for illustrating the calculation of polar-based 
coordinates. From left to right: 3D mesh, which is the input of the algorithm; 
radial (top) and angular (bottom) isolines obtained from radial and angular 
mapping, respectively, flat representation of the cartesian grid and 
corresponding nodes in the 3D geometry. Adapted from Meuschke et al. 
[28]. 
 
Figure 7. Isolines of the LAA. (a) 10 isolines, (b) 30 isolines. In black, the 
nodes of the LAA. Colored, the nodes corresponding to the isolines. 
 
Figure 8. Nodes of the isolines before (a) and after (b) being projected into 
their respective 3D planes. 
 
Figure 9. Graphic representation of the angular (a) and radial (b) mapping. 
In (a), nodes are colored according to the angular distance to the reference 
node. The white arrow crosses the different nodes of a radial isoline, with 
increasing angular distance values. In (b), nodes are colored according to the 
distance to the ostium. The white arrow crosses the different nodes of an 
angular isoline, with increasing distance to the ostium. N is the reference 
node of each radial isoline, diametrically opposite the circumflex artery. 
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Figure 10. 3D structure and flat representation of the LAA achieved in this 
study. Direction of radial and angular mapping is displayed, in red and green, 
respectively. The apex and a point of the ostium are emphasized. The blue 
star represents the relative position of the circumflex artery with respect to 
the LAA. ECAP: Endothelial Cell Activation Potential. 
 
Figure 11. Overview of the DNN workflow, adapted from Liang et al. [18]. 
The input to the network is the shape of the LAA, represented by the 
coordinates of the nodes and the output is the ECAP distribution in each 
node. a1-M and b1-N are the components of the shape code and of the ECAP 
code of the LAA, respectively.  
 
Figure 12. Network used for the shape encoding by means of PCA. xi, yi and 
zi are the coordinates of the node iÎ(1,5000) and a1-20 are the components of 
the shape code of the LAA. 
  
Figure 13. Fully connected neural network used for the non-linear mapping. 
a1-20 and b1-64 are the components of the shape code and of the ECAP code, 
of the LAA, respectively 
 
Figure 14. Network used for the ECAP decoding. b1-64 are the components 
of the ECAP code of the LAA, r1-64 are the components of the ECAP code of 
each region, from (1) to (25) and E(1) to E(25) are the values of ECAP of each 
region. 
 
Figure 15. Workflow of the second DL model. The input consisted on the 
coordinates of the nodes, shape encoding and decoding steps were performed 
by truncated PCA and the output consisted on the ECAP values of the nodes. 
 
Figure 16. Overall encoder-decoder CNN architecture. Given the features 
from the encoder part (red arrows), the ECAP prediction was obtained 
through multiple decoding operations (blue arrows). 
 
Figure 17. 3D structure and flat representation of a LAA achieved in this 
study. Direction of radial and angular mapping is displayed, in white and 
black, respectively. The blue star represents the relative position of the 
circumflex artery with respect to the LAA in both images. The maroon star 
marks the same point in both representations. ECAP: Endothelial Cell 
Activation Potential. 
 
Figure 18. 3D structure and flat representation of a different LAA achieved 
in this study. Direction of radial and angular mapping is displayed, in white 
and black, respectively. The blue star represents the relative position of the 
circumflex artery with respect to the LAA, it is occluded by the LAA in the 
left image. The maroon, yellow and violet stars mark point correspondences 
between both representations. ECAP: Endothelial Cell Activation Potential. 
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Figure 19. In (a), from left to right and from top to bottom: output of the 
algorithm with 25, 50, 100 and 200 radial isolines, respectively. The number 
of angular isolines is kept in 50. In (b), from left to right and from top to 
bottom: output of the algorithm with 25, 50, 100 and 200 angular isolines, 
respectively. The number of radial isolines is kept in 50. ECAP: Endothelial 
Cell Activation Parameter. 
 
Figure 20. In (a), from left to right and from top to bottom: output of the 
algorithm with 25, 50, 100 and 200 radial and angular isolines. In (b), from 
left to right and from top to bottom: output of the algorithm with 
timesteps=10-2, 10-4, 10-6 and 10-8. The number of radial and angular isolines 
is 50. ECAP: Endothelial Cell Activation Parameter. 
 
Figure 21. From left to right: predicted ECAP bull’s eye plot mapping of 
Liang method, of Morales method, of the CNN-based method and ground 
truth. ECAP: Endothelial Cell Activation Parameter. 
 
Figure 22. From left to right: predicted ECAP 3D mapping of Liang method, 
of Morales method, of the CNN-based method, ground truth ECAP 
distribution and prediction of Morales et al. study [19]. Top and bottom rows 
represent frontal and back views, respectively. ECAP: Endothelial Cell 
Activation Parameter. 
 
Figure 23. From left to right: predicted FN, TN, TP and FP areas in Liang 
method, in Morales method and in the CNN-based method. FN: False 
Negative, TN: True Negative, TP: True Positive, FP: False Positive.  
 
Figure 25. Set of predictions and comparison to the ground truth value of the 
first LAA of a set of six. In order: bull’s eye plot representation, frontal and 
back views of 3D representation and bull’s eye plot representation of TP, FP, 
TN and FN. 
 
Figure 26. Set of predictions and comparison to the ground truth value of the 
second LAA of a set of six. In order: bull’s eye plot representation, 2D square 
representation, frontal and back views of 3D representation and bull’s eye 
plot and 2D square representation of TP, FP, TN and FN. 
 
Figure 27. Set of predictions and comparison to the ground truth value of the 
third LAA of a set of six. In order: bull’s eye plot representation, frontal and 
back views of 3D representation and bull’s eye plot representation of TP, FP, 
TN and FN. 
 
 
Figure 28. Set of predictions and comparison to the ground truth value of the 
fourth LAA of a set of six. In order: bull’s eye plot representation, frontal 
and back views of 3D representation and bull’s eye plot representation of TP, 
FP, TN and FN. 
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Figure 29. Set of predictions and comparison to the ground truth value of the 
fifth LAA of a set of six. In order: bull’s eye plot representation, frontal and 
back views of 3D representation and bull’s eye plot representation of TP, FP, 
TN and FN. 
 
Figure 30. Set of predictions and comparison to the ground truth value of the 
sixth LAA of a set of six. In order: bull’s eye plot representation, frontal and 
back views of 3D representation and bull’s eye plot representation of TP, FP, 
TN and FN. 
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2. LIST OF TABLES  
 
 Page 
Table 1. Errors of the predicted ECAP distributions for the three models and 
the one from Morales et al. [19] study. In the case of the DNN-based ones, 
after a 100-fold cross validation. Std stands for “Standard deviation”. 
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Table 2. Average number and percentage of nodes classified as FN (false 
negative), TN (true negative), TP (true positive) and FP (false positive) in the 
four methods. Total number of nodes: Liang and Morales models: 5000, CNN-
based model: 4225, Morales study: 2466.  
 
Table 3. TPR, TNR, accuracy and F1-score of the three proposed DL models 
and the one from Morales et al. [19]. 
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4. APPENDIX  
4.1.  Appendix: Performance results of the DL networks. 

 
 

 

 

 
 
 

 

 
Figure 24. Set of predictions and comparison to the ground truth value of the first LAA of a set of six. In order: bull’s 
eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, FP, TN 

and FN. 
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Figure 25. Set of predictions and comparison to the ground truth value of the second LAA of a set of six. In order: 

bull’s eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, 
FP, TN and FN. 
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Figure 26. Set of predictions and comparison to the ground truth value of the third LAA of a set of six. In order: bull’s 
eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, FP, TN 

and FN. 
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Figure 27. Set of predictions and comparison to the ground truth value of the fourth LAA of a set of six. In order: 
bull’s eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, 

FP, TN and FN. 
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Figure 28. Set of predictions and comparison to the ground truth value of the fifth LAA of a set of six. In order: bull’s 
eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, FP, TN 

and FN. 
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Figure 29. Set of predictions and comparison to the ground truth value of the sixth LAA of a set of six. In order: bull’s 
eye plot representation, frontal and back views of 3D representation and bull’s eye plot representation of TP, FP, TN 

and FN. 


