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Preface

Artificial Intelligence is significantly affecting humanity. According to several thinkers
and philosophers, this “soft” revolution is comparable to and as disruptive as the
deployment of writing, some five thousand years ago, and printing, a few centuries ago.
As media for human interaction and cognition, writing and printing have deeply
changed social organizations, laws, cities, economy, and science; they have affected
human values, beliefs, and religions. We are possibly witnessing a commensurately
profound but much faster revolution. However, we are not just passive observers.
Every person today is an actor in these dynamics, with different levels of responsibility.
We all need to be well-informed, responsible actors.

We already observe the positive effects of AI in almost every field, from agriculture,
industry, and services, to social interaction, knowledge dissemination, sciences, and
health, including in response to pandemics. We foresee its potential to help address our
sustainable development goals and the urgent challenges for the preservation of the
environment.

We certainly know that there can be no human action, enterprise, or technology
without risks. Those risks related to the safety, security, confidentiality, and fairness of
AI systems are frequently discussed. The threats to free will of possibly manipulative
systems are raising legitimate concerns. The impacts of AI on the economy, employ-
ment, human rights, equality, diversity, inclusion, and social cohesion need to be better
assessed.

The ethical values to guide our choices and appraise our progress in the develop-
ment and use of AI have been discussed through many initiatives, such as the principles
of the Montreal declaration, the OECD principles on AI, or the EU guidelines for
trustworthy AI.

The opportunities and risks are still not sufficiently well assessed. The criteria to
appraise societal desirability may not be universal. Different stakeholders favor dif-
ferent concerns ranging from human rights and environmental preservation, to eco-
nomic growth, profit, or social control. However, despite differences in deployment and
views across different regions, the effects of AI will be increasingly worldwide.

The social acceptability of AI technology is not equivalent to its market acceptance.
More than ensuring consumer engagement by the dissemination of convenient services
at largely hidden global costs, the focus must be on social acceptability, taking into
account long-term effects and possible impacts on future generations. The development
and use of AI must be guided by principles of social cohesion, environmental sus-
tainability, meaningful human activity, resource sharing, inclusion, and recognition of
social and cultural differences. It has to integrate the imperatives of human rights as
well as the historical, social, cultural, and ethical values of democratic societies. It
needs to consider global constraints affecting the environment and international rela-
tions. It requires continued education and training as well as continual assessment of
effects through social deliberation.



Research and innovation in AI are creating an avalanche of changes. These strongly
depend on and are propelled by two main forces: economic competition and political
initiatives. The former provides a powerful and reactive drive; however, it is mostly
governed by short-term, narrow objectives. The latter rely on the former as well as on
slow feedback from social awareness, education, and understanding, which strive to
keep up with the pace of AI technology.

Scientists from AI and the social sciences who are involved in the progress and
comprehension of the field do not have full control over its evolution, but they are not
powerless; nor are they without responsibilities. They understand and guide the state
of the art and what may need to be done to mitigate the negative impacts of AI. They
are accountable for and capable of raising social awareness about the current limitations
and risks. They can choose or at least adapt their research agenda. They can engage
with integrative research and work toward socially beneficial developments. They can
promote research organizations and assessment mechanisms to favor long-term,
cross-disciplinary objectives addressing the social and human challenges of AI.

There is a need for a clear commitment to act in accordance with these responsi-
bilities. Coordinated actions of all stakeholders need to be guided by the principles and
values that allow us to fully assume these responsibilities, including alignment with the
universal declaration of human rights, respect for and solidarity with all societies and
future generations, and recognition of our interdependence with other living beings and
the environment.

This book calls for all interested scientists, technologists, humanists, and concerned
individuals to be involved with and to support initiatives aimed in particular at
addressing the following questions1:

– How can we ensure the security requirements of critical applications and the safety
and confidentiality of data communication and processing? What techniques and
regulations for the validation, certification, and audit of AI tools are needed to
develop confidence in AI? How can we identify and overcome biases in algorithms?
How do we design systems that respect essential human values, ensuring moral
equality and inclusion?

– What kinds of governance mechanisms are needed for personal data, metadata, and
aggregated data at various levels?

– What are the effects of AI and automation on the transformation and social division
of labor? What are the impacts on economic structures? What proactive and
accommodation measures will be required?

– How will people benefit from decision support systems and personal digital
assistants without the risk of manipulation? How do we design transparent and
intelligible procedures and ensure that their functions reflect our values and criteria?
How can we anticipate failure and restore human control over an AI system when it
operates outside its intended scope?

– How can we devote a substantial part of our research and development resources to
the major challenges of our time such as climate, environment, health, and
education?

1 Issues addressed by the Global Forum on AI for Humanity, Paris, Oct. 28–30, 2019.
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The above issues raise many scientific challenges specific to AI, as well as inter-
disciplinary challenges for the sciences and humanities. They must be the topic of
interdisciplinary research, social observatories and experiments, citizen deliberations,
and political choices. They must be the focus of international collaborations and
coordinated global actions.

The “Reflections on AI for Humanity” proposed in this book develop the above
problems and sketch approaches for solving them. They aim at supporting the work of
forthcoming initiatives in the field, in particular of the Global Partnership on Artificial
Intelligence, a multilateral initiative launched in June 2020 by fourteen countries and
the European Union. We hope that they will contribute to building a better and more
responsible AI.

December 2020 Bertrand Braunschweig
Malik Ghallab
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