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Abstract. Deep Reinforcement Learning (RL) is unquestionably a ro-
bust framework to train autonomous agents in a wide variety of disci-
plines. However, traditional deep and shallow model-free RL algorithms
suffer from low sample efficiency and inadequate generalization for sparse
state spaces. The options framework with temporal abstractions [18] is
perhaps the most promising method to solve these problems, but it still
has noticeable shortcomings. It only guarantees local convergence, and it
is challenging to automate initiation and termination conditions, which
in practice are commonly hand-crafted.
Our proposal, the Deep Variational Q-Network (DVQN), combines deep
generative- and reinforcement learning. The algorithm finds good policies
from a Gaussian distributed latent-space, which is especially useful for
defining options. The DVQN algorithm uses MSE with KL-divergence
as regularization, combined with traditional Q-Learning updates. The
algorithm learns a latent-space that represents good policies with state
clusters for options. We show that the DVQN algorithm is a promis-
ing approach for identifying initiation and termination conditions for
option-based reinforcement learning. Experiments show that the DVQN
algorithm, with automatic initiation and termination, has comparable
performance to Rainbow and can maintain stability when trained for
extended periods after convergence.

Keywords: Deep Reinforcement Learning · Clustering · Options · Hi-
erarchical Reinforcement Learning · Latent-space representation

1 Introduction

The interest in deep Reinforcement Learning (RL) is rapidly growing due to
significant progress in several RL problems [2]. Deep RL has shown excellent
abilities in a wide variety of domains, such as video games, robotics and, natural
language progressing [16,14,13]. Current trends in applied RL has been to treat
neural networks as black-boxes without regard for the latent-space structure.
While unorganized latent-vectors are acceptable for model-free RL, it is disad-
vantageous for schemes such as options-based RL. In an option-based RL, the
policy splits into sub-policies that perform individual behaviors based on the
current state of the agent. A sub-policy, or option, is selected with initializa-
tion criteria and ended with a termination signal. The current state-of-the-art
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in option-based RL primarily uses hand-crafted options. Option-based RL algo-
rithms work well for simple environments but have poor performance in more
complicated tasks. There is, to the best of our knowledge, no literature that
addresses good option selection for difficult control tasks. There are efforts for
making automatic options selection [17], but no method achieves notable per-
formance across various environments.

This paper proposes a novel deep learning architecture for Q-learning using
variational autoencoders that learn to organize similar states in a vast latent-
space. The algorithm derives good policies from a latent-space that feature inter-
pretability and the ability to classify sub-spaces for automatic option generation.
Furthermore, we can produce human-interpretable visual representations from
latent-space that directly reflects the state-space structure. We call this architec-
ture DVQN for deep Variational Q-Networks and study the learned latent-space
on classic RL problems from the Open AI gym [4].

The paper is organized as follows. Section 3 introduces preliminary literature
for the proposed algorithm. Section 4 presents the proposed algorithm architec-
ture. Section 5 outlines the experiment setup and presents empirical evidence of
the algorithm performance. Section 2 briefly surveys work that is similar to our
contribution. Finally, Section 6 summarises the work of this paper and outlines
a roadmap for future work.

2 Related Work

There are numerous attempts in the literature to improve interpretability with
deep learning algorithms, but primarily in the supervised cases. [22] provides an
in-depth survey of interpretability with Convolutional Neural Networks (CNNs).
Our approach is similar to the work of [20], where the authors propose an ar-
chitecture for visual perception of the DQN algorithm. The difference, however,
is primarily our focus on the interpretability of the latent-space distribution
via methods commonly found in variational autoencoders. There are similar ef-
forts to combine Q-Learning with Variational Autoencoders, such as [19,11], and
shows promising results theoretically but with limited focus on interpretability.
[1] did notable work on interpretability among using a distance KL-distance for
optimization but did not find convincing evidence for a deeper understanding
of the model. The focus of our contribution deviates here and finds significant
value in a shallow and organized latent-space.

Options The learned latent-space is valuable for the selection of options
in hierarchical reinforcement learning (HRL). There is increasing engagement in
HRL research because of several appealing benefits such as sample efficiency and
model simplicity [3]. Despite its growing attention, there are few advancements
within this field compared to model-free RL. The options framework [18] is per-
haps the most promising approach for HRL in terms of intuitive and convergence
guarantees. Specifically, the options framework defines semi-Markov decision pro-
cesses (SMDP), which is an extension of the traditional MDP framework [21].
SMDP features temporal abstractions where multiple discrete time steps are
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generalized to a single step. These abstract steps are what defines an option,
where the option is a subset of the state-space. In the proposed algorithm, the
structure of the latent-space forms such temporal abstractions for options to
form.

3 Background

The algorithm is formalized under conventional Markov decision processes tuples
< S,A, P,R, γ > where S is a (finite) set of all possible states, A is a (finite) set
of all possible actions, P defines the probabilistic transition function P (St+1 =
s′|s, a) where s is the previous state, and s′ is the transition state. R is the reward
function R(rt+1|s, a). Finally, the γ is a discount factor between γ ∈ [0 . . . 1] that
determines the importance of future states. Lower γ values decrease future state
importance while higher values increase.

4 Deep Variational Q-Networks

Our contribution is a deep Q-learning algorithm that finds good policies in an or-
ganized latent space from variational autoencoders. 1 Empirically, the algorithm
shows comparable performance to traditional model-free deep Q-Networks vari-
ants. We name our method the Deep Variational Q-Network (DVQN) that
combines two emerging algorithms, the variational autoencoder (VAE) [12] and
deep Q-Networks (DQN) [14].

In traditional deep Q-Networks, the (latent-space) hidden layers are treated
as a black-box. On the contrary, the objective of the variational autoencoder is
to reconstruct the input and organize the latent-vector so that similar (data)
states are adjacently modeled as a Gaussian distribution.

In DQN, the latent-space is sparse and is hard to interpret for humans and
even option-based machines. By introducing a VAE mechanism into the algo-
rithm, we expect far better interpretability for creating options in RL, which is
the primary motivation for this contribution. Variational autoencoders are, in
contrast to deep RL, involved with the organization of the latent-space repre-
sentation, and commonly used to generate clusters of similar data with t-SNE or
PCA [23]. The DVQN algorithm introduces three significant properties. First,
the algorithm fits the data as a Gaussian distribution. This reduces the policy-
space, which in practice reduces the probability of the policy drifting away from
global minima. Second, the algorithm is generative and does not require explo-
ration schemes such as ε-greedy because it is done in re-parametrization during
training. Third, the algorithm can learn the transition function and, if desirable,
generate training data directly from the latent-space parameters, similar to the
work of [8].

Figure 1 illustrates the architecture of the algorithm. The architecture fol-
lows general trends in similar RL literature but has notable contributions. First,

1 The code will be published upon publication.
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Fig. 1. The deep variational Q-Networks architecture.

features are extracted from the state-input, typically by using convolutions for
raw images and fully-connected for vectorized input. The extracted features are
forwarded to a fully connected intermediate layer of a user-specified size com-
monly between 50 to 512 neurons. The intermediate layer splits into two streams
that represent the variance µ and standard deviation σ and is used to sample
the latent-vector using a Gaussian distribution through the re-parameterization.
The latent-vector is forwarded to the decoder for state reconstruction and the
Q-Learning stream for action-value (Q-value) optimization. The decoder and
Q-Learning streams have the following loss functions:

LV AE = MSE(s, ŝ) +DKL[qψ(z|s)‖pθ(z|s)] (1)

LDQN = (r + γQ(s′, arg max
a′

Q(s′, a′; θi); θi)−Q(s, a; θi))
2 (2)

LDVQN = c1E∼qψ(z|s)[LV AE ] + c2Es,a,s′,D∼r[LDQN ]. (3)

The global loss function LDVQN is composed of two local objectives: LDQN
and LV AE . In the VAE loss, the first term is the mean squared error between
the input s and its reconstruction ŝ. The second term is regularization using KL-
distance to minimize the distance between the latent distribution and a Gaussian
distribution. The DQN loss is a traditional deep Q-Learning update, as described
in [14].

Algorithm 1 DVQN: Minimal Implementation

1: Initialise Ω
2: Initialise DVQN model π
3: Initialise replay-buffer Dπ

4: for N episodes do
5: Dπ ← Collect samples from Ω under the untrained policy π via the generative

policy sampling.
6: Train model π on a mini-batch from Dπ with objective from Equation 3

Algorithm 1 shows a general overview of the algorithm. First, the environ-
ment is initialized. Second, the DVQN model from Figure 1 is initialized with the
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desired hyperparameters, and third, the replay-buffer is created. For a specified
number of episodes, the algorithm samples actions from the generative policy for
exploration and stores these as MDP tuples in the experience replay. After each
episode, the algorithm samples mini-batches from the experience replay and per-
forms parameter updates using stochastic gradient descent. The (loss function)
optimization objective is described in equation 3. The process repeats until the
algorithm converges.

5 Experiments and Results

In this section, we conduct experiments against four traditional environments
to demonstrate the effectiveness of the DVQN algorithm. We show that the
algorithm can organize the latent-space by state similarity while maintaining
comparable performance to model-free deep Q-learning algorithms.

5.1 Experiment test-bed

We evaluate the DVQN in the following environments; CartPole-v0, Acrobot-v1,
CrossingS9N3-v0, and FourRooms-v0, shown in Figure 2. These environments
are trivial to solve using model-free reinforcement learning and hence, excellent
for visualizing the learned latent-space. The FourRooms-v0 environment is espe-
cially suited for option-based RL and can solve the problem in a fraction of time
steps compared to model-free RL. Although the DVQN algorithm does not
quantify options for analysis (see Section 6), the primary goal is to organize
the latent-space so that it is possible to extract meaningful and interpretable op-
tions automatically. The aim is to have comparable performance to vanilla
deep Q-Network variants found in the literature [14,5,10]. DVQN benchmarks
against vanilla DQN, Double DQN, and Rainbow.

FourRooms-v0 and CrossingS9N3-v0 are a grid-world environment where the
objective is to reach the terminal-state cell (In the lower right of the image
in both environments). In FourRooms-v0, the agent has to enter several doors
and only complete a part of the goal for each door it enters. FourRooms-v0
is an ideal environment for option-based reinforcement-learning because each
door is considered a sub-goal. While the environment is solvable by many deep
reinforcement learning algorithms, option-based RL is more efficient. The agent
receives small negative rewards for moving and positive rewards for entering the
goal-state (global) or the doors (local). The Crossing is a simpler environment
where the agent has to learn the shortest path to the goal state. In both grid-
environments, the agent can move in any direction, one cell per time step.

To further show that the algorithm works in simple control tasks, we perform
experiments in CartPole-v0 and Acrobot-v1. The objective in CartPole-v0 is to
balance a pole on a cart. Each step generates a positive reward signal while
receiving negative rewards if the pole falls below an angle threshold. The agent
can control the direction of the cart at every time step. The Acrobot-v1 has
a similar aim to control the arm to hit the ceiling in a minimal number of



6 P.-A. Andersen et al.

CartPole-v0 Acrobot-v1

CrossingS9N3-v0 FourRooms-v0

Fig. 2. The experiment test-bed contains the following environments; CartPole-v0,
Acrobot-v1, CrossingS9N3-v0, and FourRooms-v0

time steps. The agent receives negative rewards until it reaches the ceiling. The
CartPole-v0 and Acrobot-v1 environments origins from [4] while CrossingS9N3-
v0 and the FourRooms-v0 origins from [6].2

5.2 Hyperparameters

During the experiments, we found DVQN to be challenging to tune. Initially,
the algorithm used ReLU as activation but was discarded due to vanishing gra-
dients resulting in divergence for both policy and reconstruction objectives. By
using ELU, we found the algorithm to be significantly more stable during the
experiments, and it additionally did not diverge if training continued after con-
vergence. We will explore the underlying cause of our future work. Table 1 shows
the hyperparameters used in our experiments where most of the parameters are
adopted from prior work. Recognize that the DVQN algorithm does not use ε-
greedy methods for exploration. The reason for this is that random sampling is
done during training in the variational autoencoder part of the architecture. In
general, the algorithm tuning works well across all of the tested domains, and
better results can likely be achieved with extended hyperparameter searches. For
DVQN, we consider such tuning for our continued work on DVQN using options,
see Section 6.

2 A community-based scoreboard can be found at https://github.com/openai/gym/
wiki/Leaderboard.

https://github.com/openai/gym/wiki/Leaderboard
https://github.com/openai/gym/wiki/Leaderboard
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Algorithm DQN DDQN Rainbow DVQN (ours)

Optimiser Adam RMSProp

Learning Rate 0.003 0.000025

Activation ReLU ELU

Batch Size 32 128

Replay Memory 1m

Epsilon Start 1.0 N/A

Epsilon End 0.01 N/A

Epsilon Decay 0.001 (Linear) N/A

Gamma 0.95

Q-Loss Huber MSE
Table 1. Algorithm and hyperparameters used in the experiments. For the Rainbow
algorithm, we used the same hyperparameters described in [10]. The DDQN had target
weight updates every 32k frames.

5.3 Latent-Space evaluation

An attractive property of our model is that the latent-space is a Gaussian distri-
bution. As seen in Figure 3, the DVQN algorithm can produce clustered latent-
spaces for all tested environments. For example, in the CartPole-v0 environment,
there are three clusters where two of them represent possible terminal states and
one that represents states that give a reward. To fully utilize the capabilities of
DVQN, the latent-space can be used to generate options for each cluster to
promote different behavior for every region of the state-space.

Figure 4 illustrates the visualization of the latent-space representation in
CartPole-v0. We find that each cluster represents a specific position and angle
of the pole. The latent-space interpolates between these state variations, which
explains its shape. Although the clusters are not perfect, it is trivial to con-
struct separate classification for each cluster with high precision, and this way
automatically construct initiation and termination signals for options.

5.4 Performance evaluation

Figure 5 illustrates a comparison of performance between state-of-the-art Q-
Learning algorithms and the proposed DVQN algorithm. The performance mea-
surement is the mean of 100 trials over 1500 episodes for CartPole-v0,
CrossingS9N3-v0, FourRooms-v0, and 3000 episodes for Acrobot-v1. The per-
formance is measured in accumulated rewards and is therefore negative for en-
vironments where each time step yields a negative reward.

The DVQN algorithm performs better than DQN and shows comparable
performance to DDQN and Rainbow. DVQN is not able to find a good policy in
the Acrobot-v1 environment but successfully learns a good visual representation
of the latent space. In general, the DVQN algorithm is significantly harder to
train because it requires the algorithm to find a good policy within a Gaussian
distribution. We found this to work well in most cases, but it required fine-tuning
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Fig. 3. The learned latent space for all of the tested environments. DVQN success-
fully trivialise the selection of options as seen in the well-separated state clusters. The
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based methods in the experimental environments. Our algorithm performs better than
DQN from [14], and shows comparable results to DDQN from [9] and Rainbow from
[10]. We define an episode threshold for each of the environments (x-axis) and accu-
mulate the agent rewards as the performance metric for CartPole-v0 and Acrobot-v1.
The scoring metric in CrossingS9N3-v0 and the FourRooms-v0 is based on how many
steps the agent used to reach the goal state.
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of hyperparameters. The algorithm is also slower to converge, but we were able
to improve training stability by increasing the batch-size and decreasing the
learning-rate.

6 Conclusion and Future Work

This paper introduces the deep variational Q-network (DVQN), a novel al-
gorithm for learning policies from a generative latent-space distribution. The
learned latent-space is particularly useful for clustering states that are close to
each other for discovering options automatically. In the tested environ-
ments, the DVQN algorithm can achieve comparable performance to tradi-
tional deep Q-networks. DVQN does not provide the same training stability and
is significantly harder to fine-tune than traditional deep Q-learning algorithms.
For instance, network capacity is increased. As a result of this, the algorithm
takes longer to train, and during the experiments, only the RMSprop optimizer
[15] with a small step size was able to provide convergence. Additionally, the
exponential linear units from [7] had a positive effect on stability. On the posi-
tive side, the DVQN contributes a novel approach for options discovery in
hierarchical reinforcement learning algorithms.

The combination of VAE and reinforcement learning algorithms has inter-
esting properties. Under optimal conditions, the latent-space should, in most
cases follow a true Gaussian distribution where policy evaluations always provide
optimal state-action values, since this is the built-in properties of the latent space
in any VAE. The difference between traditional deep Q-networks and DVQN pri-
marily lies in the elimination of a sparse and unstructured latent-space. In deep
Q-Networks, optimization does not provide a latent-space structure that reflects
a short distance between states but rather a distance between Q-values [14]. By
using KL-regularization from VAE, low state-to-state is encouraged. Another
benefit of VAE is that we sample from a Gaussian distribution to learn µ and σ,
which is especially satisfying for algorithms with off-policy sampling and there-
fore eliminates the need for (ε-greedy) random sampling.

In the continued work, we wish to do a thorough analysis of the algorithm to
justify its behavior and properties better. A better understanding of the Gaussian
distributed latent-space is particularly appealing because it would enable better
labeling schemes for clustering, or perhaps fully automated labeling. Finally,
we plan to extend the algorithm from model-free behavior to hierarchical RL
with options. The work of this contribution shows that it is feasible to produce
organized latent-spaces that could provide meaningful options, and the hope is
that this will result in state-of-the-art performance in a variety of tasks in RL.
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