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Abstract. Zero-shot graph embedding is a major challenge for super-
vised graph learning. Although a recent method RECT has shown promis-
ing performance, its working mechanisms are not clear and still needs lots
of training data. In this paper, we give deep insights into RECT, and ad-
dress its fundamental limits. We show that its core part is a GNN proto-
typical model in which a class prototype is described by its mean feature
vector. As such, RECT maps nodes from the raw-input feature space
into an intermediate-level semantic space that connects the raw-input
features to both seen and unseen classes. This mechanism makes RECT
work well on both seen and unseen classes, which however also reduces
the discrimination. To realize its full potentials, we propose two label
expansion strategies. Specifically, besides expanding the labeled node set
of seen classes, we can also expand that of unseen classes. Experiments
on real-world datasets validate the superiority of our methods.
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1 Introduction

Graph embedding is becoming a major trend among various graph processing
methods [14] [18]. Most recently, there has been an increasing interest in su-
pervised graph embedding [4]. However, little work has considered the zero-shot
graph embedding (ZGE) problem where some classes have no labeled data at
the training time. This problem has practical significance, especially in domains
where the graph size is typically large and node class labels can take on many
values. Moreover, general supervised methods would deliver very unsatisfying
results in this setting.

To fix this problem, RSDNE [16] relaxes the constraints of intra-class simi-
larity and inter-class dissimilarity, so as to avoid the negative influence of miss-
ing the labeled data from unseen classes. However, this method cannot model
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the high non-linear information or the rich information of a graph. A recently
proposed graph neural network (GNN) [12] method named RECT [15] over-
comes these limits, having shown favorable performance. Nevertheless, its work-
ing mechanisms are still not clear, significantly hindering its practicality.

In this paper, we demystify the RECT for ZGE. In particular, we show
that its core part (named RECT-L) can be thought as a GNN prototypical
model which learns a nearest class mean (NCM) classifier [17]. This explains
why RECT works on seen classes. On the other hand, the learned prototypical
model maps nodes from the raw-input feature space into a “semantic” space
where a class is described by its mean feature vector. This enables transferring
knowledge from seen classes to unseen classes, which is the fundamental reason
why RECT works well on the nodes coming from unseen classes. However, it
also leads to the ineffectiveness of RECT, as semantic knowledge contains much
less discriminative information than the original binary labels.

To overcome this limit and realize the full potentials of RECT, we design two
label expansion strategies. The first is to expand the labeled node set of seen
classes, which will make RECT “see” more labels. This overcomes the localized
nature of the used GNN model [6]. The other one is to jointly expand the la-
beled node sets of both seen and unseen classes. This improves the diversity of
labels, which would yield more robust embedding results. Combining these two
strategies can substantially improve the performance of RECT, especially when
the labeled data is very limited. In addition, we further provide some theoreti-
cal analysis for the proposed expansion strategies. Finally, we conduct extensive
experiments to demonstrate the effectiveness of our methods.

2 Why RECT Work

2.1 Problem Definition

The problem of zero-shot graph embedding (ZGE) in this paper follows [16]. A
graph generally consists of a set of nodes that are possibly connected by edges.
We are given a labeled training node set L whose label set is Cs (i.e., the seen
class set). The rest are testing nodes some of which come from an unseen class
set Cu, i.e., Cs∩Cu = ∅. By using the labeled nodes only from Cs where no labeled
nodes of Cu is available, we aim to learn low-dimensional node representation
vectors, such that the nodes with similar neighbors, features, or labels are close
to each other in the learned embedding space.

2.2 Preliminaries: RECT

RECT contains two sub-parts: RECT-N and RECT-L, both of which utilize
GNN [12] layers for embedding learning. The first part RECT-N is unsupervised,
aiming to preserve the original graph structure. The other and most noteworthy
part is the supervised method RECT-L. Inspired by the success of ZSL, RECT-L
learns with the class-semantic descriptions of seen classes, i.e., semantic knowl-
edge is introduced for transferring supervised knowledge from seen to unseen
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classes. Unlike traditional ZSL methods whose semantic knowledge is human an-
notated or provided by some third-party resources (like the word2vec tools [8]),
RECT-L obtains this knowledge in a practical domain-dependent manner with
a “readout” function. Specifically, for each seen class c, it uses the mean feature
of all corresponding nodes in this class as its class-semantic description vector
ŷc: ŷc = MEAN({xi|∀i Cs

i = c}), where xi and Cs
i are node i’s feature vector and

seen class label, respectively. Finally, RECT-L minimizes the difference between
the predicted and the actual class-semantic description vectors:

J =
∑

i∈L

ℓ(ŷ′Cs

i

, ŷCs

i
) (1)

where ŷ′Cs

i

and ŷCs

i
stand for the predicted and actual class-semantic vector of

node i respectively, and ℓ(·, ·) is a sample-wise loss function.

2.3 RECT-L v.s. ZSL Methods

Theoretically, a typical ZSL method can be thought of a semantic output code
classifier F : Xd → Y , such that F contains two other functions, S and Q [9]:

F = Q(S(·))

S : Xd → Zp

Q : Zp → Y

(2)

where S is a semantic mapping function which maps from a d-dimensional raw-
input space Xd into a p-dimensional semantic space Zp; and Q is a semantic
decoding function which maps the obtained semantic encoding to a class label
from a label set Y . The classifier F is given a knowledge base K which guides the
learning of S and Q. Practically, K is usually simplified as a one-to-one encoding
between class labels and semantic space points. A commonly used encoding is:
a class label and its corresponding class-semantic description vector.

In RECT-L, a class (prototype) is described by its mean feature vector, in-
dicating the used semantic space is directly constructed from the d-dimensional
raw-input features. As such, the knowledge base K could only guide the learn-
ing of semantic mapping function S rather than the semantic decoding function
Q. This is because only the one-to-one encoding between seen class labels and
semantic space points (i.e., a seen class and its mean feature vector) is known
in ZGE problem. In other words, K does not contain any knowledge about the
relationship between semantic space points and unseen classes, since it is impos-
sible to obtain the mean feature vectors of unseen classes when there exists no
labeled nodes from unseen classes. This is the fundamental difference between
RECT-L and ZSL methods.

Remark 1 (The Difference Between RECT-L and ZSL Methods). In the semantic
space of ZSL methods, class prototypes are described by human annotation or
third-part resources; while in the semantic space of RECT-L, class prototypes are
described by their mean feature vectors. In addition, in RECT-L, the knowledge
of relationship between unseen classes and semantic space points is unknown.
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2.4 The Mechanisms of RECT

We continue with it’s core part RECT-L. As analysed above, RECT-L adopts
GNN layers and finally ends with a semantic loss (i.e., Eq. 1), where class pro-
totypes are represented by their mean feature vectors. From the viewpoint of
classification theory, this is the NCM classifier loss [7].

Remark 2 (The Reasonability of RECT-L). As shown above, RECT-L actually
learns a prototypical model with the labeled data of seen classes, reflecting its
reasonability on seen classes. On the other hand, as shown in Remark 1, the
learned prototypical model maps the data from the raw-input space into a se-
mantic space, like ZSL methods. As validated by lots of ZSL methods, this en-
ables the success of transferring supervised knowledge of seen classes to unseen
classes, indicating its reasonability on unseen classes.

3 How to Improve RECT

3.1 The Proposed Method

We overcome the limit of RECT by designing two label expansion strategies.
The first is to expand the seen class label set. As directly learning with the
binary labels would get unappealing results in ZGE problem [16], we preform
label expansion based on the semantic method RECT-L. This naturally leads to
a self-training strategy. Specifically, we first train a RECT-L model as described
in Section 2.2. Then, we use the learned model to get the predicted class-semantic
descriptions of unlabeled nodes. After that, for each seen class, we can find top
k closest unlabeled nodes to its class-semantic description vector in the semantic
space, and finally add them to the labeled node set of this class.

The other is to expand both the seen and unseen class label sets. This would
improve the diversity of labels and obtain more robust node embeddings. Al-
though we know little about unseen classes, we can still find some “labeled”
data for them. Our idea is quite simple: exploring the discriminative informa-
tion of both seen and unseen classes via clustering. Specifically, we first train a
RECT-L model to get the node embeddings. Then, we apply K-means clustering
on the resulted embeddings. After that, for each cluster (class), we can find top k
nearby nodes w.r.t. each class center, and finally use them as the labeled data of
this class. As K-means clustering is performed on all classes, the newly obtained
labeled node set is expected to cover all of them.

3.2 Risk Bounds Analysis

We apply the related learning theories in domain adaptation [1] to our method.
Let Dtrain = {Dtrain

original ∪ Dtrain
expand} denote the final labeled training node set,

where Dtrain
original denotes the original labeled node set and Dtrain

expand denotes the

newly added labeled set via label expansion. Let Dtest = D −Dtrain
original denote

the testing node set, where D is the whole node set. The distribution of Dtrain is
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Ptrain and of Dtest is Ptest. The true class-semantic description labeling function
is h(x) and the learned prediction function is f(x). We define the prediction error
in Dtrain and Dtest as:

ǫtrain(f) = Ex∼Ptrain
[|h(x) − f(x)|]

ǫtest(f) = Ex∼Ptest
[|h(x)− f(x)|]

(3)

We can consider it as a domain adaptation problem. Suppose the hypothesis
space H containing f is of VC-dimension d̄. According to Theorem 1 in [1], with
probability at least 1−δ, for every f ∈ H, the expected error ǫtest(f) is bounded:

ǫtest(f) ≤ ǫ̂train(f) +

√

4

l
(d̄ log

2el

d̄
+ log

4

δ
)

+ dH(Dtrain, Dtest) + ρ

(4)

where ǫ̂train(f) is the empirical error of f in Dtrain, e is the base of natural loga-
rithm, l is the labeled node number after label expansion, ρ = infh∈H[ǫtrain(f)+
ǫtest(f)], and dH(Dtrain, Dtest) is the distribution distance between Dtrain and
Dtest.

The first term in Eq. 4 is explicitly minimized by training with Dtrain in
Eq. 1. If we have high quality Dtrain

expand, it is expected that we can learn a model

that has a small error on Dtrain. On the other hand, the bad Dtrain
expand, e.g.,

random labels, may lead to a large empirical error. For the second term, we can
notice that the final labeled node number l (after label expansion) is definitely
larger than the original one. This verifies the reasonability of our label expansion
strategy. The third term reflects the relatedness between training and testing
data. In the best situation where Dtrain and Dtest have the same conditional
distribution given a class, and suppose all instances are i.i.d., the distribution
distance will be small. Besides, introducing more correctly labeled nodes will
also reduce this distance [2], as we have Dtrain

expand ⊆ Dtest.

4 Experiments

In this section, we conduct extensive experiments to demonstrate the effective-
ness of our methods: 1) OursSL: only expanding the labeled node set of seen
classes; 2) OursSUL: expanding the labeled node sets of both seen and unseen
classes, when the real class number is given; 3) OursSUL∗ : expanding the labeled
node sets of both seen and unseen classes, when the real class number is esti-
mated automatically5; 4) OursSL-SUL: concatenating the embeddings obtained
by OursSL and OursSUL; and 5) OursSL-SUL∗ : concatenating the embeddings
obtained by OursSL and OursSUL∗ .

4.1 Setup

We conduct our experiments on three widely used citation networks: Citeseer,
Cora, and Pubmed [13]. Table 1 shows their statistics. In each dataset, nodes are

5 The optimal class number is determined by silhouette coefficient [11].
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Table 1. The Statistics of Datasets.

Dataset Nodes Edges Classes Features

Citeseer 3,312 4,732 6 3,703
Cora 2,708 5,429 7 1,433
Pubmed 19,717 44,338 3 500

Table 2. Micro-F1 scores on node classification tasks.

Citeseer Cora Pubmed
1% 3% 5% 1% 3% 5% 1% 3% 5%

DeepWalk 0.1941 0.2935 0.3713 0.1972 0.3401 0.4916 0.3766 0.5879 0.6350
LSHM 0.1779 0.2143 0.2648 0.1284 0.1295 0.2233 0.3331 0.3591 0.3965
RSDNE 0.2291 0.3066 0.4035 0.2465 0.3869 0.5167 0.4193 0.6219 0.6862
GCN 0.4194 0.5211 0.5478 0.4756 0.5984 0.6266 0.6067 0.6479 0.6664

APPNP 0.4192 0.5397 0.5692 0.4921 0.6380 0.6791 0.6036 0.6287 0.6514
TEA 0.2554 0.3564 0.4010 0.2996 0.4966 0.5770 0.4953 0.5848 0.6431

RECT-L 0.4506 0.5754 0.6204 0.4964 0.6564 0.7325 0.6679 0.7495 0.7668

OursSL 0.5001 0.6004 0.6326 0.5288 0.6748 0.7374 0.7206 0.7622 0.7586
OursSUL 0.5343 0.6228 0.6497 0.5125 0.6761 0.7275 0.6641 0.7419 0.7336
OursSUL∗ 0.5281 0.6226 0.6500 0.4984 0.6636 0.7208 0.6612 0.7406 0.7309
OursSL-SUL 0.5297 0.6229 0.6513 0.5450 0.6963 0.7515 0.7224 0.7704 0.7688
OursSL-SUL∗ 0.5293 0.6226 0.6518 0.5474 0.6919 0.7507 0.7353 0.7752 0.7730

documents, edges are citations among them, and labels are research topics. Their
features are all bag-of-words features. Besides RECT-L, we further compare a
famous unsupervised method DeepWalk [10] and some other supervised methods
(LSHM [3], RSDNE [16], GCN [4], APPNP [5] and TEA [20]). Following [16],
we set the embedding dimension to 200. For all baselines, we adopt their best
hyper-parameters. In RECT-L and our methods, we all adopt two GCN layers,
PReLU activation, mean squared error loss, and Xavier initialization. We also
follow [19] to reduce the node feature dimension to 200 via SVD decomposition,
and follow [6] to expand the original labeled node set size to n/ζτ , where n is
the graph node number, ζ is the average node degree, and τ is the number of the
used GCN layers. In addition, we fix the training epoch number to 100, adopt
Adam SGD optimizer, and use the 200-dimensional outputs of the first hidden
layer as embedding results, following [15].

4.2 Node Classification

This experiment follows the same procedure as in [16]. Specifically, we first ran-
domly choose two classes as unseen in Citeseer and Cora, and one class as unseen
in Pubmed. After that, we remove all the nodes from the unseen classes in the
training data, and then apply various graph embedding methods. Finally, an
SVM classifier, which is trained based on the resulted embeddings and the orig-
inal balanced training data, is used to classify the testing nodes.
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Fig. 1. Classification performance w.r.t. #seen class on Citeseer with 5% label rate.

Table 2 reports the classification performance in terms of Micro-F1. At a
glance, we can see the advantage of our label expansion strategies. Generally, our
methods outperform the original RECT-L and other baselines by a large margin
in most label settings. This improvement would become more significant when
the training size is very small. In addition, a very surprising finding is that the
performance of OursSUL is closely related to the performance of OursSUL∗ . This
indicates that we can always find discrimination information for unseen classes
through clustering, even if the true class number is unknown. At last, we can
find that combing two label expansion results would get the best performance.
This indicates that our two label expansion strategies are complementary for
effective embedding learning.

4.3 The Effect of Seen/Unseen Class Number

We continue to use the Citeseer dataset with 5% label rate. As shown in Fig. 1,
although all the performance declines smoothly when the seen class number
decreases, our two label expansion strategies (especially when combing both of
them) steadily improve the performance of RECT-L. This clearly reflects the
effectiveness of our methods.

5 Conclusion

In this paper, we give new insights into the mechanisms of RECT and its ap-
plication in ZGE. In particular, we analyse its relationship with ZSL methods,
and the possible limits that it has. To fully realize its potentials, we propose two
label expansion strategies. Specifically, we propose to expand the label sets of
both seen and unseen classes. In addition, we also study the theoretical proper-
ties of our methods. Finally, we conduct extensive experiments to demonstrate
the effectiveness of our methods.
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