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Abstract. Biometric authentication is a security process that relies on
the unique biological characteristics of an individual to verify who he or
she is. Human gait serves as an important non invasive biometric modal-
ity for an authentication tool in various security applications. Recently
due to increased use of smartphones and easy capturing of human gait
characteristics by embedded smartphone sensors, human gait related ac-
tivities can be utilized to develop user authentication model. In this work,
a new method for user authentication from smartphone sensor data by a
hybrid deep network model named convolutional autoencoder has been
proposed and the performance of the model is compared with other ma-
chine learning including deep learning based techniques by simulation
experiments with bench mark data sets. It is found that our proposed
authetication method from smartphone sensor data with convolutional
autoencoder reduces the time for authentication and also produces fair
authentication accuracy and EER. It can be potentially used for person
authentication in real time.

Keywords: Biometric authentication - smartphone sensors - human gait-
convolutional autoencoder .

1 Introduction

With increasing demands of user identification or authentication[1] for secured
processing of today’s big data and artificial intelligence based applications, bio-
metric techniques play a major role. The biometric traits that are commonly
used in different systems are face [2], fingerprints, palm print, handwriting, iris,
gait, voice etc. Among them, gait recognition is a relatively new behavioral
biometric technique which aims to recognize the person by the way they walk
without intruding the persons privacy. It can be used in applications for criminal
detection or for health monitoring to diagnose the abnormal walking that led to
health issues. Every individual has unique walking style by which a person can
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be differentiated and identifed[3]. Authentication by gait can be carried out by
extracting some salient properties related to the coordinated cyclic motions.

Smart devices are now equipped with top quality sensors, fast processing
and communication power. User authentication based on gait characteristics
captured by embedded smartphone sensors is one of the most active mode of
biometrics for smartphone based security applications. The rapidly evolving field
of wireless communication allows us to record the time series data from smart-
phone sensors without any hassle to the user [4]. Human activity recognition
from smartphone sensor data is also an active research area because of its im-
portance in health care and assisted living. Activity dependent authentication
framework based on human gait characteristics from smartphone sensor data
has been proposed by one of the authors in earlier works [17] [25].

In recent years, machine learning including deep learning techniques has
evolved a lot and increasingly applied to classification problems. Deep neural
networks (DNN), especially Convolutional Neural Networks (CNN) have been
proposed in many research works for user authentication. In this work, we have
proposed an authentication approach using a new hybrid DNN model which is a
combination of CNN and autoencoders (convolutional autoencoders) to reduce
the time of authentication as well as to increase accuracy of authentication.
We have performed simulation experiments with the proposed model by a few
benchmark datasets and found that our model works better when compared
with traditional machine learning or other deep learning models. In the next
section brief description of related works on person authentication is presented
followed by the outline of the proposed method in the following section. The
next section contains simulation experiments and results and the last section is
summarization and conclusion.

2 Related Work

In this modern world, almost everyone is dependent on smartphone for daily
activities like connecting friends and relatives across the globe or managing per-
sonal obligations from monitoring health to paying bills online. Smartphones
have in built motion sensors like accelerometer, gyroscope, magnetometer. Ac-
celerometers can measure any movement of the phone while gyroscope can cap-
ture current orientation of the phone in all three axes (X, Y, and Z).Three di-
mensional time series data are generated from accelerometer and gyroscope.Time
series is a sequence of data that describes the change of the observed phenomenon
over time. Data from motion sensors of smartphone capture gait characteristics
of the user carrying the phone. Sensors attached to fixed body positions are
also capable of capturing gait characteristics but the popularity of smartphones
motivates development of smartphone based authentication applications using
gait characteristics[5] [21]. Inertia based gait recognition is popular because it
can analyze the details of movement characteristics [6]. An efficient higher order
statistical analysis based gait person authentication which is able to operate on
multichannel and multisensor data by combining feature-level and sensor-level
fusion is explained in [7].



Authentication by human gait 3

Recently deep neural networks (DNN) are found to be very efficient at deliv-
ering high quality results in pattern classification problems. A review of research
works on human activity recognition by motion data from inertial sensors using
deep learning is found in [8]. Among DNN models, CNN produce good results for
many classification problems. Gait classification and person authentication us-
ing CNN is presented in [9]. Another deep recurrent network model, Long Short
Term Memory (LSTM) is also suitable for analysis of sensor data for recognition.
Person authentication from gait data during human activity with smartphone
sensors using LSTM is explained in[10]. A good comprehensive study of the re-
search work on authentication of smartphone users with behavioral biometric
can be found in [11]. Different kinds of user authentication techniques are also
explained in [12]. A comparative analysis of hybrid deep learning models for hu-
man activity recognition is considered in [13]. Unobtrusive user authentication
on mobile phones using biometric gait recognition is presented in [14]. Authenti-
cation of smartphone user using behavioral biometrics is explained in [15]. The
use of autoencoders for gait-based person authentication is found in [16]. For
lowering computational cost of classifier, knowledge distillation is used as an
approach for designing low cost deep neural network based biometric authenti-
cation model for smartphone user in [17].

3 Proposed Method and Comparative study

In this work, person authentication approach by gait characteristics captured
from smartphone sensor data is proposed with Convolutional Autoencoder (CAE),
a new hybrid deep network model to reduce the time of authentication as well
as to increase the accuracy. Convolutional autoencoders are usually popular in
computer vision or in image analysis. Convolutional autoencoder along with
LSTM has also been used in [18] for time series prediction. In authentication
problem, CAE used to extract features for finger vein verification problem along
with SVM (Support Vector Machine) for classification in [19]. The use of CAE
in radar based classification of human activities shows promising improvement
over SVM classifiers in [20]. Deployment of CAE for smartphone sensor based
data analysis in user authentication has not been addressed yet.

This work aims to exploit CAE for analysing smartphone sensor data for
person authentication. The performance of convolutional autoencoder based au-
thentication method is evaluated by simulation experiments with bench mark
data sets and a comparative study with other popular deep network models for
person authentication has also been done. A brief introduction of CAE and other
DNN models used in our study is presented in the next subsections.

3.1 Convolutional Autoencoder (CAE)

Convolutional Autoencoder is a combination of auto encoder and convolutional
neural network. Autoencoders are neural networks that can be easily trained
on any kind of input data. Generally encoders compress the given input into
fixed dimension and decoder transforms the code into original input. In convolu-
tional autoencoder, encoding and decoding use convolution and deconvolution,
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the encoder use the convolutional layer, batch normalization layer, an activation
function and at last, a maxpooling function which reduces the dimensions of the
feature maps. When encoder is complete, the feature maps are flattened and a
dense layer is used for latent space representation and the deconvolution is used
for upsampling of the incoming feature maps followed by batch normalization
and activation function.

3.2 Deep Neural Network Models used for Comparison

Convolutional Neural Networks (CNN) CNN is the most popular deep
neural network model which has become dominant in various computer vision
tasks. CNN is composed of multiple building blocks, such as convolution layers,
pooling layers, and fully connected layers, and it is designed to automatically
and adaptively learn spatial hierarchies of features.

Long short term memory (LSTM) and Bi directional long short term
memory(BiLSTM) Long short term memory (LSTM) is a special kind of Re-
current Neural Network (RNN), capable of learning spatial dependencies. They
have internal mechanisms called gates (input gate, output gate, forget gate) that
can regulate flow of information and can learn data in a sequence. Another core
concept of LSTM is the cell state that acts like memory of the network that
transfers relative information all the way in the sequence chain. Bidirectional
LSTM is an extension of LSTM that can improve model performance on classi-
fication problems. BiLSTMs are combination of two LSTMs one fed with data
sequence in normal time order and other fed in reverse time order. The outputs
of the two networks are then concatenated at each time step.

Gated Recurrent Unit (GRU) and Bidirectional Gated Recurrent
Unit (BiGRU) GRU is an improved version of standard recurrent neural net-
work similar to LSTM that aims to solve vanishing gradient problem. Main
advantage of GRU is that it can be trained to keep the information from long
back without removing it through time or information which is irrelevant to the
prediction. As they have few operations, they are little speedier to train. BIGRU
is combination of two GRUs one working on normal time order and the other
one on reverse time order.

4 Simulation Experiments and Results

Simulation experiments with several bench mark datasets have been done to
evaluate the eficiency of convolutional autoencoder in person authentication from
smartphone sensor data. For comparison, several other deep learning methods
have been used along with some popular traditional machine learning (ML) tech-
niques such as k-nearest neighbour (KNN), Naive Bayes (NB), Support Vector
Machine (SVM) and Linear Discriminant Analysis (LDA). In the next subsec-
tions, the data sets and simulation results are presented.
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4.1 Datasets

1. WISDM (Wireless Sensor Data Mining)
Smartphone is used to collect the data of 6 activities WALKING, JOGGING,
UPSTAIRS, DOWNSTAIRS, SITTING, and STANDING from 36 subjects
carrying their mobile device in front leg pocket. There are 1,098,207 samples
available in the dataset which are sampled at 20Hz, 46 statistical measure
like standard deviation, average absolute difference etc. are used. The details
can be found in [22].

2. UCI-HAR data set
Data of 30 volunteers within age limit of 19-48 are considered, each person
performed six activities (WALKING, WALKINGUPSTAIRS, WALKING-
DOWNSTAIRS, SITTING, STANDING, LAYING) wearing a smartphone
on the waist. It consists of 748406 samples captured at the rate of 50HZ.
The sensor signals were preprocessed applying noise filters and sampled in
2.56 sec fixed sliding window and 50 percent overlap and all the features are
normalized and bounded within [-1,1]. The details are found in [23].

3. Motion sensor data set
Data generated by accelerometer and gyroscope sensors with an iPhone 6s
kept in the front pocket is collected from 24 persons of 6 activities in 15 trials
in the same environment conditions (DOWNSTAIRS, UPSTAIRS, WALK-
ING, JOGGING, SITTING, AND STANDING). This data set is obtained
from Queen Mary University of London’s repository. The details are in [24].

4.2 Simulation Results

In this section the performance of all the models are evaluated from the sim-
ulation results. Classification accuracy, elapsed time, true positive rate (TPR),
false positive rate (FPR) and equal error rate (EER) are used to analyze the
performance of the models.

Table 1. Authentication accuracies of various models

Accuracies of models (in percentage)
Classifiers WISDM|UCIHAR |Motion Sense
KNN 0.44 0.65 0.56
Naive Bayes 0.36 0.59 0.62
SVM 0.46 0.68 0.49
LDA 0.53 0.78 0.74
RF 0.90 0.86 0.80
LSTM 0.66 0.88 0.77
BiLSTM 0.93 0.89 0.81
GRU 0.63 0.80 0.80
BiGRU 0.96 0.90 0.90
CNN 0.98 0.90 0.94
CONV AUTOENCODER| 0.995 | 0.936 0.971
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Accuracies of Machine learning models
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Fig. 1. Authentication accuracies of machine learning models.
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Fig. 2. Authentication accuracies of deep learning models.

Tablel represents authentication accuracies of different machine learning
models for different datasets.It seems that all the deep network based mod-
els perform better than traditional ML methods. Figure 1 and Figure 2 present
the comparative results of authentication accuracy for all the data sets by tra-
ditional ML methods and DNN based methods respectively. From the figures it
can be seen that RF produces the best accuracy among ML methods for all the
data sets while proposed CAE based authentication method produces the best
accuracy among deep networks based models though CNN and BiGRU also pro-
duce high accuracy. As the input data is utilized twice for training in BiLL.STM,
it has additional training capability and it outperformed LSTM regarding accu-
racy though it takes longer time. LSTM is comparatively fast but each hidden
state has been computed until the previous hidden state computation is com-
plete, training takes a lot of resources and it impacts the accuracy of the model.
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BiGRU also have same ability to keep memory from previous activations like
LSTM but it performs both input and forget gates operation together with its
reset gate, so it has fewer tensor operations and it is speedier than LSTM and
BiLSTM while producing better accuracy for authentication.

TPR AND FPR OF DATASETS USING CAE
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Fig. 3. TPR and FPR of datasets by using CAE
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Fig. 4. TPR & FPR of different authentication models

Figure 3 represents TPR and FPR of our proposed CAE based authentication
results for all the data sets while Figure 4 represents TPR, FPR of all other
models for WISDM dataset. It is found that deep network based models perform
comparatively better than other models with high TPR and low FPR for WISDM
data sets. Other data sets also produce similar results. Among all the models,
CAE seems to be the best and CNN is the second best in terms of TPR and
FPR.
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Elapsed time of models

0.6
0.5
04
03
0.2
Il Tis o
. il
S & e & <& <> 2 N -
& oSS c S & S &
a2
& ,\o“?
)
A
2
S
mWISDM = UCIHAR m MotionSense &

Fig. 5. Time taken for authentication in secs

For better authentication of a person, processing time also plays a key role.
Less processing time represents, it can be potentially used for real time authen-
tication of a person. Figure 5 presents authentication time taken by each model
for each of the data sets. It is found that the proposed convolutional autoencoder
based model is the fastest compared to the other models for all the data sets.
Time taken for authentication by CAE seems sufficiently low to implement in
real time on smartphone. EER of deep learning models are shown in Table 3. It
is seen that CNN and GRU gives good EER values for WISDM and UCIHAR
dataset. Low EER values represents that particular model authenticates person
efficiently. Convolutional Autoencoder based proposed model produces the best

EER values for all the data sets.

Table 2. Equal Error Rate (EER) of deep learning models

EER of deep learning models
Classifiers WISDM|UCIHAR|Motion Sense
LSTM 2.74 3.24 2.50
BiLSTM 2.14 3.31 3.82
GRU 1.80 2.45 2.78
BiGRU 4.41 4.25 3.12
CNN 1.92 2.95 2.10
CONV AUTOENCODER| 1.12 2.14 1.74

5 Summarization and Conclusion

Person authentication with smartphone sensor data utilizing human gait char-
acteristics by deep neural network model has been studied in this work. The ca-
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pability of a convolutional autoencoder, a hybrid deep network model previously
used in computer vision and image analysis, has been examined and proposed as
a suitable candidate for person authentication by gait characteristics captured
by smartphone sensor data. The performance of the proposed authentication
method has been evaluated by simulation experiments with benchmark datasets
and also compared with several traditional machine learning approaches as well
as popular deep neural network based methods. It is found that all the deep
network models perform better than traditional machine learning classifiers as
they are capable of extracting proper features implicitly.

Proposed convolutional autoencoder based model gives the best accuracy in
less processing time for all the data sets among all deep neural network based
models. It is also found that the proposed CAE based model has the potential for
development of real time smartphone based person authentication application.
There are many limitations for gait authentication of a person like dressing style
or if a person met with an accident walking style of the person changes and
also depends on the environment persons walking style changes. So in the future
work we will consider all the limitations and apply these techniques for accurate
authentication in real time. As convolutional autoencoder yields good results for
authentication, by applying continuous authentication techniques and transfer
learning approach on this model, it can be a good candidate for developing
smartphone based continuous person authentication for health care applications
for elderly people.
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