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A Computationally Grounded Logic of Graded Belief

Emiliano Lorini' and Francois Schwarzentruber?

L IRIT-CNRS, Toulouse University, France
2ENS Rennes, France

Abstract. We present a logic of graded beliefs with a formal semantics grounded
on the notion of belief base. It has modal operators which represent what an agent
would believe if she removed & pieces of information from her belief base. We
provide a sound and complete axiomatics for our logic as well as an optimal
model checking algorithm. To illustrate its expressive power, we apply it to mod-
eling social influence and epistemic explanation.

1 Introduction

Epistemic logic (in the broad sense) captures epistemic attitudes including knowledge
and belief. It has been extensively studied by philosophers [27], computer scientists
[18,39] and economists [33] and applied to a variety of fields of Al including secu-
rity protocols [22,9], blockchain protocol [22,38] and epistemic planning [6]. Its lan-
guage extends that of propositional logic by a modal operator for expressing an agent’s
knowledge or belief. Multi-agent extensions of epistemic logic have been studied in
which modal operators are parameterized by agent names identifying the knower (or
the believer) in the system.

Several extensions and variants of epistemic logic dealing with the notion of graded
belief have been proposed. This includes logics of probabilistic beliefs [17,50,31] as
well as logics of graded belief based on a qualitative or semi-qualitative notion of plau-
sibility [1,32,49,3]. As pointed out by [40,51], while in quantitative approaches belief
states are represented by classical probabilistic measures or by alternative numerical
accounts, such as lexicographic probabilities or conditional probabilities, in a semi-
qualitative setting, such as rank-based systems [44] and possibility theory [16], belief
states are represented by qualitative measures assigning orders of magnitude. Finally,
qualitative approaches employ a plausibility ordering (also called epistemic entrench-
ment ordering) on possible worlds. Other approaches use graded modalities whereby
the degree of a belief is a function of the number of worlds in which the believed for-
mula is true [48,47,8], or of the number of evidences which support it [2]. All these
approaches to graded belief use Kripke semantics in which agents’ epistemic states are
modeled via accessibility relations over possible worlds.

Kripke semantics have severe limitations in modeling knowledge. First, the number
of possible worlds is huge in real applications: for instance, in a classical card game with
four players having each 8 cards among a set of 32 cards, the number of possibilities is
(382) X (24) X (16) = 9.95 x 106 possible worlds. For this reason, although the model
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in many applications, the model cannot be explicitly constructed. Thus, it is hard to
implement graded beliefs through Kripke semantics.

Kripke models and their corresponding accessibility relations can be compactly rep-
resented by means of BDDs [46], by Boolean formulas and programs [11,12,13,10] or
by the notion of visibility [25]. In these approaches, the size of the models scales up,
although the corresponding symbolic model checking is PSPACE-complete. However,
they capture restricted notions of belief and knowledge and the formal languages they
use to succinctly represent the Kripke model are of different nature than the standard
epistemic language. This makes it difficult to define the notion of graded belief.

In this paper, we present a novel account of graded belief exploiting the notion of
belief base. The belief base approach to knowledge representation is well-established
since at least 30 years in a single-agent setting [30,23,42,5]. In this approach, an agent
has non-deductively closed explicit beliefs in her belief base and we call implicit belief
a statement that can be inferred from her explicit beliefs.

As we aim at a multi-agent setting, we rely on the idea of using belief bases as a
semantics for multi-agent epistemic logic which was put forth in [34] and developed
in a series of papers with the aim of capturing multi-agent belief dynamics [36,37]
and higher-order epistemic reasoning [35], and of elucidating the connection between
distributed belief and belief merging [26]. We enrich the logic presented in [34] with a
notion of graded belief. It is expressed by modal operators of the form [J¥, where i is an
agent and k is a positive integer capturing the agent’s strength of belief. At the semantic
level, such operators are interpreted via graded epistemic accessibility relations of type
RE, one per k € N. Such a relation specifies the set of states that agent i considers
possible after having removed at most k pieces of information from her belief base.
This means that the higher the value of %k of a given state for agent 4, the higher the
degree of plausibility of that state for agent i.! Indeed, states with a high degree of
plausibility are states which satisfy a large number of information in the agent’s belief
base. In the extreme case, maximally plausible states for the agent are states to which
value 0 is assigned, since they satisfy all information in the agent’s belief base. This is
a crucial aspect of our approach which distinguishes it from the standard extensional
Kripke-style semantics for epistemic logic. While in the standard semantics an agent’s
plausibility ordering or the corresponding plausibility measure over states is given as a
primitive (see, e.g., [3,1,32]), in our approach they are computed from and grounded on
the agents’ belief base. The latter provides an advantages for formal verification since
the model checking problem is formulated in our logic in a more compact way than in
existing logics of graded belief. Also, from the conceptual point view, our logic offers
a minimalistic approach to graded belief in which the only primitive concept is belief
base, while the concept of graded implicit belief is derived from it.

Our approach provides a succinct semantics of epistemic states exploiting belief
bases as well as a conservative extension of standard epistemic logic by the notions of
explicit belief and graded belief.

The paper is organized as follows. In Section 2, we introduce the language of
our multi-agent epistemic logic of explicit belief and graded implicit belief. Section 3
presents its formal semantics exploiting belief bases. Section 4 presents the first appli-

! This is in line with the theory of qualitative uncertainty by [44].



cation of our logical framework to modeling the concept of social influence. Section 5 is
the core part of the paper and provides an axiomatics proven to be sound and complete
relative to the belief base semantics. In Section 6, we extend the base logic by condi-
tional belief operators and generalize the completeness result to it. Section 7 presents
a model checking algorithm for the base logic and its extension. Section 8 presents
the second application of our logic: we illustrate its expressive power to account for a
variety of notions of epistemic explanation. Finally, in Section 9, we conclude. 2

2 Graded doxastic language

Assume a countably infinite set of atomic propositions A¢m and a finite set of agents
Agt = {1,...,n}. We define the language for representing agents’ explicit beliefs and
agents’ graded implicit beliefs in two steps. First, we define the language Lo (Atm, Agt)
for representing agents’ explicit beliefs by the grammar:

an=p|-ala Aas | Da,

where p ranges over Atm and i ranges over Agt. The formula A;« is read “agent i
explicitly believes that «”. Second, the language L£(Atm, Agt) extends the language
Lo(Atm, Agt) by graded implicit belief operators. It is is defined by:

pu=al e |1 Aps | O,

where « ranges over Lo(Atm, Agt), i ranges over Agt and k ranges over N. For nota-
tional convenience we write Ly instead of Lo(Atm, Agt) and £ instead of L(Atm, Agt),
when the context is unambiguous. The other Boolean constructions T, L, — and <+ are
defined in the standard way. For every formula ¢ € L, we write Atm () to denote the
set of atomic propositions of type p occurring in . Moreover, for every set of formulas
X C L, we define Atm(X) =,y Atm(p).

The formula (0¥ ¢ is read “agent i would implicitly believe ¢, for every removal of at
most k pieces of information from her belief base”. The value k can also be conceived as
the extent to which agent ¢ believes that (. Indeed, the higher the number of information
in the belief base that can be removed without affecting the belief, the stronger the
belief. Thus, (1¥¢ can also be read “agent i believes that ¢ with degree (or strength) at

least k. The abbreviation (¥ ¢ e —0%—¢ defines the concept of belief compatibility.
The formula {¥ ¢ has to be read “¢ would be compatible with agent i’s explicit beliefs,
for some removal of at most k pieces of information from her belief base”.

Example 1. Let us discuss the informal meaning of some formulas by means of an
example of a single robot ¢ exploring an area. Formula A; fire says that she explicitly
believes there is fire. We could also have A;(fire — danger). Thus, we would have
O%anger. If now we also have A;radiation and A;(radiation — danger), we
would have (}danger. In words, the agent would believe that there is a danger at
strength 1, because she would still infer danger even if at most one explicit belief is
removed.

% Detailed proofs of the results of the paper are given at the following address: http://people.
irisa.fr/Francois.Schwarzentruber/research/jelia2021/jelia202 1 BelieBases.pdf



We denote by L~ the fragment of language L obtained by the rule:

def

pu=a| e | e1 Aps | 0%.The abbreviations [, & OV and O;0 = O¥p
define the concepts of ungraded implicit belief and belief compatibility. Moreover, the

abbreviation =" & OFp A ~05+10 has to be read “agent i believes that ¢ with

degree (or strength) equal to £”.

3 Belief base semantics

Following [34,36], we now present a formal semantics for the language £ exploiting
belief bases. Unlike the standard Kripke semantics for epistemic logic in which the no-
tions of epistemic alternative and plausibility of a world (or state) are given as primitive,
in this semantics they are defined from the primitive concept of belief base.

Definition 1 (State). A state is a tuple B = (B1, ..., By, S) where for every i € Agt,
B; C Ly is agent i’s finite belief base, and S C Atm is the actual environment. The set
of all states is denoted by S.

The sublanguage Lo (Atm, Agt) is interpreted with respect to states, as follows.

Definition 2 (Satisfaction relation). Let B = (B, ..., B,,S) € S be a state. Then:

BEp<pes,

BE-a<= Bl a,
Bl aj ANas, <= B aj and B = ag,

BE Aja <= «a € B,

Observe in particular the set-theoretic interpretation of the explicit belief operator:
agent ¢ explicitly believes that « if and only if « is included in her belief base.

It is also worth considering belief correct states, according to which every fact ex-
plicitly believed by an agent is true.

Definition 3 (Belief correct state). A state B = (By,..., By, S) is belief correct if
and only if, for every agent i € Agt and for every a € B;, we have then B = a. The
set of all belief correct states is denoted by S pc.

A multi-agent belief model (MAB) is defined to be a state supplemented with a
set of states, called context. The latter includes all states compatible with the common
ground [45], i.e., the body of information that the agents commonly believe to be the
case.

Definition 4 (Multi-agent belief model). A multi-agent belief model (MAB) is a pair
(B, Cxt), where B € S and Cxt C S. The class of MABs is denoted by M.

Note that in Definition 4 we do not require B € Czt. The following definition intro-
duces the notion of graded doxastic alternative.



Definition 5 (Graded doxastic alternatives). Let i € Agt and let k € N. Then, Rf
is the binary relation on the set S such that, for all B = (By,...,B,,S),B" =
(Bf,...,B,S) €S:

BREIB ifand only if|{a € B; : B' |E a}| > (|Bi| — k),

BR?B " means that B’ is a k-level doxastic alternative for agent ¢ at B, that is to say,
B’ is a state that at B agent 4 considers possible after having removed at most & pieces
of information from her belief base. Graded doxastic accessibility relations induce a
plausibility ordering over states, as in [44,32].> For notational convenience, we write
R, instead of RY. Clearly, BR, B’ if and only if B’ |= «, for every o € B;.

The following definition extends Definition 2 to the full language L. Its formulas
are interpreted with respect to MABs. (We omit Boolean cases, as they are defined in
the usual way.)

Definition 6 (Satisfaction relation (cont.)). Let (B, Cat) € M. Then:

(B, Cat) = a <= B E a,
(B, Cat) = OFp <= VB’ € Cut : if BRYB' then (B', Cat) = .

We consider the subclass of MABs that guarantee correctness of the agents’ beliefs.

Definition 7 (Belief correct MAB). The MAB (B, Cxt) is belief correct (BC) if and
only if B € Cxt and, for every i € Agt and for every B’ € Cxt, B'R;B’. The class of
MABs satisfying BC' is denoted by M pc.

Saying that (B, Cut) satisfies BC is the same thing as saying that B € Czt and, for
every i € Agt, the relation R; N (Cxt x Crt) is reflexive. The condition B € Cxt in
Definition 7 is necessary to make the agents’ implicit beliefs correct, i.e., to make the
formula O, — ¢ valid.

As the following proposition highlights, belief correctness for MABs is completely
characterized by the fact that the actual world is included in the agents’ common ground
and that the agents’ explicit beliefs are correct in the sense of Definition 3.

Proposition 1. A MAB (B, Cxt) satisfies BC if and only if B € Cxt and Cxt C Spc.

Let ¢ € L. We say that ¢ is valid relative to the class M (resp. M p¢), denoted
by Em ¢ (tesp. F=mye @), if and only if, for every (B, Cxt) € M (resp. (B, Cxt) €
Mp) we have (B, Cxt) = ¢. We say that ¢ is satisfiable for the class M (resp. M p¢)
if and only if —¢ is not valid for the class M (resp. M p¢).

As the following theorem indicates, graded belief operators add expressivity to the
non-graded language £~ .

Theorem 1. The language L is strictly more expressive than the language L.

Proof (sketch). By contradiction, suppose there is a formula ¢ from the single-agent
version of £~ that is equivalent to [J{p. Let us consider a formula 1) = p A - - - A p such
not appear in ¢. We have:

3 Note that a belief base B; may contain non-independent formulas p and p A p which count
twice when computing relations R¥. We could consider non-redundant belief bases in which
redundant formulas such as p A p are not allowed. We leave the analysis of the notion of
redundancy for future work.



- (({p.v},0),8) = Oip: - (({p},0),8) ¥ Oip;

- (({pa¢}v®)7s) ': 2 - (({p},@),S) bé ¥
By (({p,©'},0),S) [= ¢, we also have (({p},0),S) [ ¢ because ¢ does not talk
about v being in the base of 1. a

4 Social influence

In this section, we apply the language £ and its belief base semantics to the analysis of
the concept of social influence. In social sciences [41], social influence is conceived as
the causal connection between an agent’s belief (or opinion) and other agents’ beliefs:
an agent (the influencee) believes that « because and as long as she believes that other
credible agents (the influencers) believe that a. It has been shown to play a crucial role
in information dynamics in multi-agent systems (see, e.g., [21,14,43]).

The belief in the information source’s credibility is an essential component of the
influence process. Indeed, for a rational agent 7 to be influenced by another agent j’s
opinion, 7 must believe that j’s opinion is correct and well-founded, that is to say, j
must not have wrong beliefs about the subject at matter.

In line with [15], we assume that an agent ¢’s belief that another agent j’s is credible
about « is identified with 7’s belief that ‘if agent j believes that «, then « is true’. This
captures a form of ¢’s trust in j, namely, ¢’s trust in j’s credibility about oc. We note the
latter by Trust(i, j, &) and define it as follows:

Trust(i, j, ) & Di(Djo— a).

Let 249 = 249\ {()} and its elements be denoted by G, G’, ... As the follow-
ing proposition indicates if an agent ¢ has trusts in the credibility of each information
source in group G and explictly believes that each of them explictly believes that «,
then she should conclude that « is true with strength at least |G| — 1. This means that
an agent cumulates information received from different credible information sources to
determine her degree of belief: the higher the number of credible sources in support of
a, the stronger the influence, the higher the degree of the belief that . We recall that
0, is defined by (Y. This is the reason why the resulting degree of belief is |G| — 1
instead of |G|. For example, if G is a singleton, the resulting degree is 0 which means
that agent ¢ believes that a.

Proposition 2. Leti € Agt and G € 249*. Then,
Em /\ (Trust(i, j, ) A DN Ajor) — DLGl_la. (1)
JjeG

The following example concretely illustrates the social influence process with the
help of the belief base semantics.

Example 2. Suppose agent cb is a chatbot connected to the Internet who has to provide
information to a human user about the quality of a certain movie. The chatbot has access



to four recommender systems about movies: Netflix (nf), Rotten Tomatoes (rt), IMDb
(im) and Amazon (am). Each recommender system provides an evaluation whether the
movie is good or not which is used by the chabot to form an opinion about the movie.
Consider an arbitrary MAB (B, Czt) such that agent cb’s belief base in B is:

B, = U {Ajgood — good, A\ j—good — —good }U
j€{nf,rt,im,am}

{Ansgood, A good, Nam good, Nipm—good}.
We have the following:

(B, Cxt) = /\ (Trust(cb, j, good) A Trust(cb, j, ~good))A
j€{nf,rt,im,am}

A Anrgood N\ Dep Ny good N\ D N am good A
AcpNim—good A DC:ngood A Dczboﬁgood.

This means that in the situation described by the MAB (B, Cxzt), (i) cb trusts the cred-
ibility of each of the four recommender systems both about the fact that the movie is
good and about the fact that the movie is not good, and (ii) cb believes that Netflix,
Rotten Tomatoes and Amazon evaluates it as a good movie, while IMDb evaluates it
as a not good movie. Furthermore, thanks to (i) and (ii), we have that (iii) cb believes
that the movie is good with strength equal to 2 and believes that the movie is not good
with strength equal to 0. This means that cb’s degree of belief that the movie is good, is
strictly higher than the degree of belief that the movie is not good, since there are more
credible sources in support of the former than credible sources in support of the latter.

It is worth noting that in Proposition 2, information sources are supposed to be
independent. Indeed, formula Trust(i,j, «) relies on the assumption that ¢ believes
that j is credible about «, regardless of what the other agents believe. This explains
why j’s opinion contributes to increase ¢’s strength of belief. The situation is different
when agent ¢ merely trusts the credibility of a group of information sources including
agent j as a whole. In this case, ¢ will not be influenced by j’s beliefs unless the other
sources have the same belief. This covers the case in which information sources in the
group are dependent so that their opinions jointly contribute to increase ¢’s strength of
belief, but not individually. To see this formally, let us generalize the previous definition
to trust in a group’s credibility, as follows:

Trust(i, G, o) & Ai(( /\ Aja) = a) with G € 2Agtx,

jeG

As the following proposition indicates, trusting a group’s credibility about v and be-
lieving that each source in the group believes that « is sufficient for forming the belief
that «. Nonetheless, it is not sufficient for forming a belief with a stricly higher degree,
since the group counts as a single unit of influence.



Proposition 3. Leti € Agt, G € 249" Then,

Em (Trust(i, G, a) A /\ NilNja) = Dia, (2)
JjeG

Em (Trust(i,G,p) A /\ AiAjp) — D%p. 3)
jeG

5 Axiomatics and decidability

This section is devoted to define two logical systems of explicit belief and graded im-
plicit belief. They are called LGDA and LGDA, , where LGDA stands for “Logic of

Graded Doxastic Attitudes”.
Let us start with the definition of the two logics.

Definition 8 (LGDA). We define LGDA o be the extension of classical propositional
logic by the following axioms and rule of inference:

(OFe ADf (0 — ) — OF (Kep)
Dfp — OF pifk' <k (Mongy)
(N Qdia) =08 \/ A\ BifIX[>k (Ints, )

acX X'CX: pBeX’

[X|>|X]~k

®
— (Necryx)
Ok i

We define LGDAT, to be the extension of the logic LGDA by the following axiom.:

Ui = (To))

Axiom K and the rule of inference Necx are the basic principles of the normal

modal operator (J¥ for graded implicit belief. Axiom Mongx is a monotonicity princi-
ple for graded implicit belief: implicitly believing that ¢ with degree at least k implies
implicitly believing that ¢ with degree at least k¥’ if £’ < k. Finally, Axiom Int A0,
is the interaction principle between explicit and graded implicit belief: if an agent ex-
plicitly believes every fact in X, then she should implicitly believe with degree at least
k that there exists a subset X’ of X such that | X'| > |X| — k and every fact in X’
is true. The reason why we do not consider the case | X| < k is that if | X| < k then
0% ( Vxrcxxzxi—k Npex: $3) is equivalent to ¥ T which in turn is equivalent to
T. It is also worth noting that if | X| = 1 then Axiom Intn, o acquires the simpler
form Ao — O, a.

As the following theorem highlights, the two logics are sound and complete relative
to the belief base semantics defined in the previous section.

Theorem 2. The logic LGDA is sound and complete for the class of MABs, whereas
the logic LGDA~, is sound and complete for the class of belief correct MABs.



Proof (sketch). The theorem relies on the fact that the belief base semantics for the
language £ given in Section 2 is equivalent to a “weaker” semantics exploiting enriched
Kripke structures of the form M = (W, D, N,V) where W is a non-empty set of
worlds, D : Agt x W — 2% with D(i,w) finite for every i € Agt and w € W,
N :Agt x W x N — oW and V : Atm — 2% such that for all i € Agt, for all
w e W andforall b, k' € N:

N(i,w, k) C {veW :|Satr(i,w,v)| > (|D(i,w)| — k) },

N(i,w, k") CN(i,w, k) if k' <k,
and with respect to which £-formulas are interpreted as follows (boolean cases are
omitted for simplicity): (i) (M,w) = piff w € V(p), (i) (M,w) E Mo iff a €
D(i,w), (i) (M,w) | OFp iff Vo € N (i,w, k) : (M,v) |= ¢, with Sat pr (i, w,v) =
{a € D(i,w) : (M,v) = a}. O

The following decidability result is a consequence of the finite model property for

logics LGDA and LGDAT, .

Theorem 3. The satisfiability problem of LGDA (resp. LGDA~_, ) relative to the class
of MABs (resp. belief correct MABs) is decidable. '

6 Conditional belief operators

In this section, we extend the language £ by conditional belief operators of type DjX
and D;X . They capture, respectively, what agent ¢ would implicitly believe if she added
all information in X to her belief base, and what she would believe if she removed all
information in X from her belief base. The new language is denoted by L.,,q. The
semantic interpretation of these new operators is given in the following definition.

Definition 9. Ler (B, Cxt) € M with B = (By,...,B,,S). Then,
(B, Cat) = O Yo iff (B, Cut) = Oy,
(B, Cot) = O; X iff (BN, Cat) = D,

where B7TX = (BItX | BitX §itX) and Bi-X = (Bi=X ... B X §i—X)
with:

Bi** =B, UX, BI™* = B;\ X,

B;+X _ B]Z—X _ Bj lfl 7& j’ S’i+X — Si*X -3

Interestingly, the following axioms show that the new operators D;"X and [} X do
not add expressivity to the language.

O e «T0,(( N\ @) =) +X)
aeX
O Y0 e A (((/\ M)A N\ D) —
X'CX aeX’ aeX\ X’

A NN )= e) (-X)

X"CX! acX"



In axiom +X, we simply evaluate (-states, possible for agent ¢, that satisfy the
guard A\ ¢ x . Axiom -X mimics the removing of X. To do that, we first identify the
subset X’ of formulas in X that actually appear in the base of agent i. Formulas in X’
are the formulas that are indeed removed while formulas in X \ X’ are not present in
the base of agent <. Then we should impose that ¢ holds in all possible worlds when
formulas in X are not enforced anymore. In particular, the clause for X"/ = X’ says
that if we remove | X' | formulas, and if these | X’| removed formulas are those in X’ and
are false (the guard A\ ¢ y, ~) then ¢ holds. The definition of axiom -X is more subtle.
As some formulas in @ € X’ cannot be made false (because they are tautologies), we
consider all guards A, v, —c for all subsets X" of X'.

Theorem 4. Axioms +X and -X are valid.

We call LGCDA (Logic of Graded and Conditional Doxastic Attitudes) the exten-
sion of logic LGDA by the previous Axioms -X and -X, and LGCDAr, the corre-

sponding extension of the logic LGDAT, . It is routine exercise to check that these

axioms are valid relative to the class of MABs. Thus, by Corollary 2, we have the fol-
lowing completeness result for the logics LGCDA and LGCDAT, .

Theorem 5. The logic LGCDA is sound and complete for the class of MABs, whereas
the logic LGCDA~, is sound and complete for the class of belief correct MABs.

The following theorem is a direct consequence of Theorem 3.

Theorem 6. The satisfiability problem of LGCDA (resp. LGCDAr, ) relative to the
class of MABs (resp. belief correct MABs) is decidable.

7 Model checking

Consider these compact formulations of the model checking problems for the lan-
guage L ond.

Model checking

md, «a € Lo and a finite B € S.
Question: Do we have (B, S(a)) E p?

with S(a) = {B €S : B | a}.

Belief correct model checking

Given: ¢ € Leond, @ € Lo and a finite B € Sgeo with B = a.
Question: Do we have (B,Spc()) = ¢?

with Spe(a) = {B € Sg¢ : B E a}.

where the state B = (B, ..., By, S) is said to be finite if S and every B; are finite.
Note that, thanks to Proposition 1 and the fact that B |= «, the MAB (B, Spc(a))
in the belief correct variant of model checking belongs to the model class M ¢, as
expected.

In [35], it is proved that the previous two problems are PSPACE-hard, already for
the fragment of £ with only implicit belief operators of type [J,.




We are going to focus on the complexity upper bound. To this aim, we follow the
approach given in [26]. The algorithm given in Figure 1 checks that a formula ¢ is true
in a given finite state B. Checking B’ = a (see Definition 5) can be done in polynomial
time because o does not contain any implicit belief operator; thus it is reducible to
the propositional problem by stating any explicit belief as a fresh proposition. Once
l{o € B; : B’ |= a}| is computed, the comparison [{« € B; : B = a}| > (|B;| — k),
can be done in polynomial time. Furthermore checking that B’ is in S(«) (or Spc ()
can be done in polynomial time. So checking BRY* B’ can be done in polynomial time
and space. We are now ready to establish the PSPACE upper bound for the two model
checking problems.

Theorem 7. Both the model checking problem and the belief correct model checking
problem are in PSPACE.

Proof (sketch). The number of nested calls in mc(B, ¢) is bounded by the size of .
The local memory used by the recursive call is polynomial in the size of the initial B
and the size of . Loops “for all B’...” are performed by enumerating the B’ con-
taining correct subformulas of formulas in the initial B and in the initial formula ¢.
Despite there is an exponential number of such B’, storing the current B’ only requires
a polynomial amount of space.

The algorithm for the belief correct model checking is similar: we just check each
time that the states B’ under consideration are correct (Definition 3). a

procedure mc(B, )

match ¢ do

case p: return B = p

case —¢: return not mc(B, 1)

case 11 A 2 return me(B, 1) and me(B, )
case A\;o: return o € B;

case (IF4:

for all B’ such that BR¥ B’ do

| if not mc(B’, ) return false
case (% o)

for all B’ such that B¥XR?B’ do
| ifnot me(B’, 1)) return false
case (I~ o

for all B’ such that B~ *R{B’ do

| if not me(B’, 1)) return false
return true /I when all tests in for loops failed

Fig. 1. Generic algorithm for model checking.

8 Epistemic Explanation

In this section, we leverage the language L.,,q to model a variety of notions of epis-
temic explanation. The standard notion of explanation [29,24] is relative to some back-
ground theory which together with the explanans is used to explain the explanandum.



As emphasized by [7], epistemic explanation is relative to an agent’s epistemic state:
the agent explains a given fact or observation in the light of her background knowledge.
Existing formal models of epistemic explanation including [7,19,20] focus on the single
agent case. We generalize the analysis of epistemic explanation to the multi-agent case
in which (i) different agents may have diverging explanations of the same fact, and (ii)
an agent may include other agents’ beliefs in the explanation of a given fact.

Following [7], we distinguish factual explanation from hypothetical explanation.
In factual explanation both the explanans and the explanandum are believed by the
explaining agent, while they are not in hypothetical explanation. Specifically, a factual
explanation is a body of information in the agent’s belief base which supports an actual
belief of the agent. A hypothetical explanation is relative to a fact that is not actually
believed by the agent but that the agent would have believed, if she had believed that
the explanans is true. Let us first define factual explanation:

( /\ Aia) A A ﬁD;Xgo.
aeX

FactExpl, (X, @) &f

Formula FactEzpl,(X, @) has to be read “according to agent i, X is a factual explana-
tion of ¢, where X is the explanans and ¢ is the explanandum. This means that (i) ¢
explicitly believes all facts in X, (ii) ¢ implicitly believes ¢, and (iii) if ¢« removed all in-
formation in X from her belief base, she would not believe ¢ anymore. In other words,
a factual explanation is a subset of the agent’s belief base which is necessary for the
agent to derive (. Note that this notion of factual explanation can be used by the agent
to detect and explain inconsistency of her belief base. In particular, FactEzpl,(X, 1)
means that, according to agent ¢, inconsistency of her belief base depends on the body
of information X.

Most formal theories of explanation [4,28] agree on a minimality requirement. In
order to account for minimality of factual explanation, we need to assume that, for
every strict subset X’ of X, removing all information in X’ from the belief base does
not affect ¢’s belief that ¢. That is, we define:

MinFactEzpl,(X, ) &ef FactExpl, (X, ) A /\ D;(X\{a})go,
acX
where MinFactExpl;(X, ¢) has to be read “according to agent ¢, X is a minimal factual
explanation of ¢”. Like FactFxpl,(X, ) the size of MinFactExpl,(X, ) is polyno-
mial in the size of X. Note that since [, ~ ¢ implies [J; "o for X' C X, the second
conjunct in the definition of MinFactEzpl;(X, ) is equivalent to A y, - x O Xo.
The following example illustrates the notion of minimal factual explanation.

Example 3. Let us go back to the example of Section 4. By the model checking algo-
rithm of Figure 1, we can verify that:

(B, Cxt) EMinFactExply, ({Anegood, Ay good, Namgood}, good).

This means that the fact that every agent in {nf,rt,am} explicitly believes the movie
is good is for agent cb a minimal factual explanation that the movie is good. Thus, the
body of information {A,¢good, Agood, ANamgood} is necessary for cb to conclude
good.



We end this section with a definition of hypothetical explanation:
HypFEzpl, (X, @) &f ( /\ —Aia) A OF XA -OF% L.
aeX

HypFzpl,(X, ¢) has to be read “according to agent ¢, X is a hypothetical explanation
of ©”, in the sense that: (i) no piece of information in X is included in ¢’s belief base, (ii)
1 does not believe that ¢, (iii) the body of information X would be sufficient for agent %
to consistently conclude . Similarly to factual explanation, minimality is captured by
assuming that there is no strict subset X’ of X that is sufficient for agent 7 to conclude ¢:

MinHypExpl, (X, 0) < HypEzpl,(X, ) A A SO Med
acX

MinHypEzpl,(X, ¢) has to be read “according to agent ¢, X is a minimal hypothetical
explanation of ¢”. Note that since DfX ¢ implies Djxcp for X’ C X, the second
conjunct in the definition of MinHypExpl,(X, ¢) is equivalent to A v, x -0 /cp.

9 Conclusion

We defined a graded doxastic language £ to reason about an agent’s implicit beliefs,
when a given number of explicit beliefs are removed from her belief base.

Our approach could be relevant in many applications: the agents receive beliefs
(including higher-order beliefs, e.g., agent 1 knows that agent 2 knows that p) from
different sources, or different reasoners. Moreover, the model checking procedure pre-
sented in the paper helps to understand what an agents still believes if some beliefs
are removed from her belief base. Also, non-Al experts do not need to learn several
languages: in our approach, we emphasize that the query language (e.g., does drone 1
believes that drone 2 believes the area is safe?), the inner state description (formulas in
bases), and the language for explanation are the same.

Concerning the contributions, we showed that the language L is strictly more ex-
pressive that the ungraded doxastic language £~. We also introduced the language
Lcond to reason about an agent’s implicit beliefs when a given set of explicit beliefs
are added/removed to/from her belief base. The languages £ and L.onq are equally
expressive and we provided a sound and complete axiomatization for both of them.

Directions of future work are manifold. On the theoretical side, we plan to study
complexity of the satisfiability checking problem for £ and L, 4. On the practical side,
we plan to implement the model checking algorithm for £ and L.,,q. We also plan to
propose a tool for automatic verification and generation of epistemic explanations in
multi-agent scenarios involving autonomous agents endowed with epistemic states.
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