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Abstract. Cybersecurity has many challenges to address to ensure the
protection of a system from an attacker. Consequently, strategies have
been developed to address a system’s weakness that an attacker may
try to exploit. However, while these approaches may prevent an attacker
getting in from the outside, they do not consider the user’s actions from
the inside and how their behavior may inadvertently allow an attack to
take place. This paper presents a human-centered approach to threat
modeling titled STRIDE-HF, which extends an existing threat modeling
framework (STRIDE).
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1 Introduction

It is human nature to make mistakes. Mistakes can occur for many reasons from
feeling stressed, or from a lack of knowledge and understanding about something.
One area where human error is becoming increasingly important to focus our
attention towards is cybersecurity. With the increasing demand on technology
and ubiquitous interaction, there has been a heavy burden to implement cyber-
security policies to protect systems from unwanted access. While there is a focus
to prevent unwanted access from the outside (e.g. attackers), there has been
a lack of approaches towards addressing vulnerabilities created from the inside
due to human error (e.g., sharing passwords, downloading files from unknown
senders, etc.). Such human errors may result in a user unknowingly allowing an
attacker into a system. The impact of this could be more detrimental if a user
is unaware of the consequences of their actions. Thus, making it harder to trace
the origin of the breach and consequently causing a delayed response and/or
solution towards addressing the breach.

Contemporary research is dedicated to understanding and categorizing hu-
man errors, and consequently human factors, across different contexts (e.g.,
medicine [7], aviation [38]). Unfortunately, these explorations have been mostly
specific to the circumstances that they were created for. Therefore, human factor
research is limited in scope, consistency, and clarity.

From an outside-in approach, scholars and security practitioners have also
examined how to identify weaknesses and errors, but within a system. These
studies and approaches have all worked towards anticipating an attack via a con-
cept known as threat modeling. Many studies present varied approaches to threat
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modeling [2,13,20,21,37,42]. Among the most popular there is the STRIDE ap-
proach (Spoofing, Tampering, Repudiation, Information Disclosure, Denial of
Service, and Elevation of Privilege), which was introduced by Praerit Garg and
Loren Kohnfelder at Microsoft [41] to classify vulnerabilities. However, despite
the evident interest in threat modeling approaches, recent work by Xiong and
Lagerstrom [46] found that “threat modeling is a diverse field lacking common
ground, and the definitions are numerous and used in many different ways”. This
is also another issue related to how threat models are represented (e.g., graphical
or formal).

Although particular aspects of human and system errors and weaknesses
are explored in cybersecurity, a user-centered approach to threat modeling is
an under-researched area. If human errors are of high concern in other areas
and they are examined to address them, then cybersecurity research should also
adopt the same level of scientific rigor to understand how human error can be
addressed as a threat to a system like system weaknesses are addressed via threat
modeling.

To tackle this challenge, this paper proposes an approach to create a user-
centered threat model, which aims to complement traditional threat models to
consider how human error could make it easier for an attack to occur. Therefore,
the following research questions were answered:

— RQ1: Which specific topics relating to human factors in cybersecurity are
discussed within the literature?

— RQ2: What threat modeling techniques exist that work towards to protecting
a system from attacks?

— RQ3 : How can we use information to create a user-orientated threat model?

Based on this information, we theoretically developed a user-centered frame-
work based on STRIDE, called STRIDE-HF. Considering that STRIDE has
never been studied before in conjunction with human factors, this paper ven-
tures into a new area of inquiry. Thus, a theoretical framework appears to be
the most appropriate solution to address this research. The outcomes of this
paper present a foundation to extend and iterate upon, which is user focused.
Therefore, we provide the following contribution:

— A novel (inside-out) approach towards user-centered threat modeling.

— Insight towards how threat modeling methods and human factors could be
considered for developing more secured systems.

— Future research directions for user-centered threat modeling and for future
iterations of STRIDE-HF'.

The rest of the paper is organized as follows. In Section 2 we present key
concepts, relevant definitions, theories, and models and outline the key details
of the STRIDE framework. In Section 3 we present our research model and the
steps followed towards creating STRIDE-HF and its current implementations.
In Section 4 we discuss our observations and suggestions for future research.
Finally, in Section 5, we present our conclusion.
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2 Background and Related Work

Cybersecurity is a highly relevant area in today’s society. In recent times, with
the COVID-19 pandemic, our lives have unexpectedly and forcibly become on-
line; resulting in an increase in online data sharing, privacy concerns, and changes
to access protocols. With many users having to transition from traditional meth-
ods of working and interaction, even with the most simple of tasks (e.g., writing
a document in a word processing software), they have inevitably been forced
to learn and engage with several new online systems to work remotely. Conse-
quently, there has also been an increase in cyberattacks [3].

Humans possess many flaws that make them vulnerable. Users argue for
the privacy of their data while within the same breath they will be posting
what they had for lunch, their relationship status, or what they really think
about the governments latest decision. All this information may seem trivial
at first but it can provide an attacker with enough data to begin developing
a plan of attack. This kind of behaviour such as sharing information online or
making trade-offs could relate to Lack of Knowledge regarding the sensitivity of
certain types of information or how that information could be used in an attack.
Our (heightened) sense of self also lets us down by allowing a user to be more
vulnerable to the influence of attacks because they do not believe they could
be the target of an attack or have worthwhile information. In other cases, a
users desire to reciprocate the seemingly “alturistic” actions of others or to help
those who are seeking assistance allow them to fall victim to a cyber attack.
However, the key concept here is that human behaviour can put a user and
their community in danger with seemingly little effort. Thus, we need to find
ways to protect users from being exploited and effectively from their own bad
cybersecurity behaviour.

2.1 Human Factors

Human errors can be the result of negligence, accident, or deliberate action
[17]. Human factors has been the topic of study in many areas, namely within
the context of aviation, which focuses behaviors leading up to human error.
For example, the Dirty Dozen proposed by Dupont [15] describes twelve of the
most common human factor related errors, which may lead to aviation related
accidents or incidents.

— Lack of Communication: people not communicating with each other
within a working and/or online environment.

— Complacency: a feeling of self-satisfaction that can lead to a lack of aware-
ness of potential dangers.

— Lack of Knowledge: not having enough experience and specific knowledge
that can lead to poor decisions.

— Distraction: when a user’s attention has been taken away from the task
that they are required to do.
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— Lack of Teamwork: not providing enough support towards a group of
people, co-workers, etc, who rely on your support.

— Fatigue: is a physiological reaction resulting from prolonged periods of work
and stress.

— Lack of Resources: not having enough resources (e.g. time, tools, people,
etc.) to complete a task.

— Pressure: pressure to meet a deadline interferes with our ability to complete
tasks correctly, then it has become too much.

— Lack of Assertiveness: not being able or allowed to express concerns or
ideas.

— Stress: acute and chronic stress from working for long periods of time or
other demanding issues such as family or financial problems.

— Lack of Awareness: working in isolation and only considering one’s own
responsibilities, often leading to a disconnect from what others are doing.

— Norms: workplace practices that develop over time, which can then influence
others behaviors.

While human factors is growing in many areas, one area that can greatly
benefit from it is cybersecurity. This is because by understanding human factors
we can begin to gain an improved understanding towards addressing human
error and improving the security of systems and data.

2.2 Human Factors and Cybersecurity

Human factors in cybersecurity is becoming widely discussed (e.g., [48] [1] [4]
[32] [25] [45]), which has led to several issues. The first is that there are many
variations for often the same terms due to a lack of consistency or conventions
to describe human factors. Furthermore, of the research that does exist, it often
has a limited scope [48], ambiguous, or only acknowledges the concept of human
factors rather than focuses on it [44].

If we could consider the broad definitions within other areas, we can begin
to find commonalities such as the use of the same concepts or similar terms
and work towards a more concise list. For example, if we consider Norms from
Dupont’s Dirty Dozen [15], there are similarities with other descriptions. For
example, Da Veiga [10] describes pressures from norms that adopt common phi-
losophy for completing tasks in certain ways because that is “the way things
are done here” [26] or influential factors such as the personality of the organi-
zation [39]. Lastly, Henshel et al. [19] incorporates a user’s culture as part of
the human factors component within their holistic cybersecurity risk assessment
framework. Considering these papers, they all relate to the broader concept
of Norms. Similar examples also exist for a Lack of Knowledge and Aware-
ness [23,49]. Therefore, it is likely that we could begin with one general human
factor and continue to develop sub-factors that could relate to more specific
circumstances.

Other current trends have also emerged that consider the human factors
of users through two lenses: personal/user-centered and organizational/cultural
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such as those by Kraemer [25], Al-Darwish et al. [1], Badie and Lashkari [4], and
Mortazavi-Alavi [32]. To this end, and like previous studies, human factors could
be impacted by several aspects at once depending on a user’s previous experi-
ences and how a workplace impacts the user (e.g., both in a social and policy
perspective). Therefore, we could consider the user as a node of a larger network
that includes part of an (online) team, culture, and ultimately the system that
they are interacting with [35]. There is an increase need by organizations to in-
vest time to develop an information security culture [17] that needs to include
all the personnel and leadership [18]. By building this culture, organizations can
minimize the risk to the exposure of sensitive information [11]. Current research
highlights that a positive information security culture can increase security pol-
icy compliance, strengthen the overall information security posture, and reduce
the financial loss due to security breaches. For example, Chen and Zahedi [9]
demonstrated that once users have perceive or experienced a cyber threat, they
are more likely to take protective actions. From this study, we could consider
this relating to a user’s lack of knowledge or competency resulting from a lack of
experience in such topics. For instance, Mashiane and Kritzinger [29] identified
a large amount of constructs being proposed as the determinants of cybersecu-
rity behavior. It makes it difficult to decide which constructs to focus on when
designing cybersecurity behavior interventions. Moreover, it is also important to
consider that an employee’s attitude and involvement within a company can be
influenced by their own experiences. Therefore, it may be key to ensure that em-
ployees have had training that provides them with an opportunity to experience
first-hand or in real-time threats that they may encounter to allow them to have
this experience to internalize. This is also a consideration of Kraemer et al. [25]
who identified nine thematic areas where key human and organizational factors
were grouped into. Again, highlighting the need for Training, thus declaring a
fault in a users knowledge for cybersecurity issues. However, Kraemer’s study
appears to focus more on organizational related issues rather than the user. The
study neglects to understand the overall connection between a user and their
interaction and behavior within an environment.

2.3 Threat Modeling

To carry out the threat modeling process, we must first understand what are
the threats and attacks that we are trying to project ourselves again. Often, a
cyber attack can be a highly effective n sophisticated attack, which can bypass
even well thought out technological security structures. For a cyber attack to
be successful, it typically follows a seven step approach known as the cyber kill
chain. In general, a cyber kill chain is a procedural path that an intruder takes to
penetrate information systems over time to execute an attack on the target [47].

1. Reconnaissance: usually happens in anticipation before an actual attack.
This is the initial phase where attackers select their targets, monitor a net-
work system to try and develop a more informed understanding of the target.
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2. Weaponization: uses the information from the reconnaissance stage to
carefully develop an attack, which may include sending malware, launch-
ing a DoS attack, or hacking a system.

3. Delivery: is the transmission phase where the weaponization (e.g. malware,
attack, etc.) is undertaken. The delivery of a payload or an attack can occur
in many different ways (e.g. phishing email) depending on the objective of
the attack.

4. Exploitation: is the first phase in the execution of a cyberattack where an
attacker takes control of the targets environment by exploiting their weak-
nesses or taking advantage of their access to the system.

5. Installation: is where attackers may want to install malware (if they have
entered a system) or deploy a payload if it has not already been done by the
user (e.g. downloading and installing software from a phishing email).

6. Command and control: is where the attackers take (remote) control of a
system or device.

7. Action on objective: is where the attackers carry out their goals and
objectives that have driven the attack in the first place.

The cyber kill chain highlights the steps involved if an attacker can gain
enough useful information during the reconnaissance phase. For example, infor-
mation about a person and/or the company that they work for can help the
attacker to develop an angle to contact that user with to gain more information.
From here, this information can be used to persuade and deceive victims because
it helps to improve legitimacy of the attackers intentions. Consequently, victims
are less likely to question the interaction. In some cases, other factors such as
timeliness can be used to persuade and deceive victims because it helps improve
legitimacy. For example, if there has been a large data breach, an attacker may
utilize the fear and contact potential victims posing as a technician to improve
security against the threat.

With an understanding of the process that an attacker can follow to access a
system, we can begin to analyze how to protect it. One way that this is done is
via threat modeling. Threat modeling as defined by Uzunov and Fernandez [43]
as “a process that can be used to analyze potential attacks or threats, and can
also be supported by threat libraries or attack taxonomies”. However, while
several other definitions exist that also define threat modeling [5, 6,12, 14, 28,
31,40] and as systematically assessed by Xiong and Lagerstréom [46]. Generally
speaking, threat modeling allows security designers to accurately estimate and
anticipate an attack and to prevent any unauthorized attacks that gains access
to sensitive information, networks, and applications (e.g. Malware, Phishing,
Denial of Service (DoS/DDoS)).

Beyond the definition, there are also many different types of threat modeling
approaches, frameworks, techniques, models, and theories that all work towards
identifying threats and approaches to address them [21,46]. Each of these have
their own context in mind such as preventing attackers from breaching a system,
finding weak points within a systems architecture, develop strategies to mitigate
potential attacks, among others.
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STRIDE The STRIDE method is a mnemonic for six different types of secu-
rity threats [41]. It supplies the foundation of our theoretical model known as
STRIDE-HF (Spoofing, Tampering, Repudiation, Information Disclosure, Denial
of Service, and Elevation of privilege — Human Factor).

— (S) Spoofing: using someone else’s credentials to gain access to otherwise

inaccessible assets.

(T) Tampering: changing data to mount an attack.

— (R) Repudiation: occurs when a user denies performing an action, but the

target of the action has no way to prove otherwise.

(I) Information disclosure: the disclosure of information to a user who

does not have permission to see it.

— (D) Denial of service: reducing the ability of valid users to access re-
sources.

— (E) Elevation of privilege: occurs when an unprivileged user gains privi-
leged status.

STRIDE has also been used to address many concerns within cybersecu-
rity (e.g., [8,24,28,36]) as well as variations such as STRIDE-per-element and
STRIDE-per-interaction [41]. Moreover, Khan et al. [24] differentiate the two
variations by describing STRIDE-per-element as a more complex method be-
cause it analyzes the behavior and operations of each system component; and
STRIDE-per-interaction as a more simpler method to perform because it pro-
vides protection strategies sufficient enough to protect a system. However, the
general version of STRIDE includes elements that are typical in many cyberse-
curity related situations.

When a system is developed, it is often driven by requirements that define
interaction (i.e., what the user can and cannot do), and how the system is in-
tended to work. Security requirements are driven by what should not occur (i.e.,
a user gaining access to areas/data that they should not be able to). However,
it is extremely difficult to consider every kind of threat and/or behavior that a
user can do with a system that can create security issues at a later stage. Yet, of
those threats that have been defined after a thorough analysis and risk manage-
ment, the security analyst must find ways to mitigate them. Risk management
consists of risk assessment, risk reduction, and risk acceptance and from here the
threats that are identified must be prioritized, often by damage and likelihood.
For example, one way to approach managing a risk is presented by Myagmar et
al. [33]:

— Accept the risk: the risk is so low and so costly to mitigate that it is worth
accepting.

— Transfer the risk: transfer the risk to somebody else via insurance, warn-
ings etc.

— Remove the risk: remove the system component or feature associated with
the risk if the feature is not worth the risk.

— Mitigate the risk: reduce the risk with countermeasures.
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By comparing risk assessment and the assessment of human errors, we can
see that they too share similarities. For example, when we look at risks, we
consider a potential incident, how it may occur and how we can either mitigate
it or reduce the impact of it should a risk occur. For example, Mancuso et al. [27]
propose a conceptual framework that aims to maintain interactions between the
components of a cyber attack, which is described in terms of three dimensions:
adversarial, methodological, and operational. Yet this approach does not consider
the behaviour of users like a threat model views the behavior of an attacker. Like
human factors, considering the risks of a user sharing a password or downloading
a potentially dangerous attachment could also be addressed as part of a user-
centered approach with strategies in place.

If we consider threat modeling and risk management, these approaches are
focused on preventing an attacker gaining entry into a system by assessing a
system to identify areas of weaknesses that an attacker could exploit. Yet, even
with the most well devise plan and risk management, all of these could be for
nothing is a user unknowingly opens the proverbial door to an attack. Therefore,
this paper aims to consider and theoretically present all the aforementioned
concepts and approaches but from a reversed engineered approach - that is to also
view the user and their behaviors as risks and threats and to develop strategies
in conjunction with traditional approaches.

3 STRIDE-HF

This section describes the theoretical and conceptual process [30] that we took
to develop STRIDE-HF'. This research adopted an inductive approach, that is
starting with an observation of contemporary literature surrounding key areas,
identified that there is a gap concerning user-centered threat models and looked
at how to address this gap by proposing a conceptual/theoretical framework.

The development of this work began by exploring the current literature sur-
rounding human factors, threat modeling techniques, and discussions relating
to these within cybersecurity. This was to understand how, if at all, current
literature documents risks/security vulnerabilities from a user’s perspective and
not specifically from the attacker’s perspective. Furthermore, this step explored
how these vulnerabilities could be classified /related to human factors. We also
chose for the time being to exclude aspects of decision making and attitude as
they contain several aspects that also need further investigation and studies to
determine their impact on human factors and cybersecurity.

After considering the discussion surrounding various human factor models
in cybersecurity, we felt that the Dirty Dozen [15] provided an encompassing
foundation to start with and to use and iterate upon in the future.

Next, in a similar manner, we looked for a threat model that could provide a
general foundation to expand upon, therefore we chose STRIDE (Spoofing, Tam-
pering, Repudiation, Information Disclosure, Denial of Service, and Elevation of
privilege) [41]. The primary rationale behind the use of STRIDE was because it
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provided a neutral foundation that could be expanded upon (to consider other
elements beyond STRIDE) in future work and empirical validation.

The second step was to consider the STRIDE model in the context of human
factors and how it may relate to the STRIDE elements. After examining and
discussing the relevant literature, we theorized that human factors could be
threat modeled in a similar way to how attackers behavior is. In this way, be
began to consider types of behaviors that were discussed within the literature
and how they may align with STRIDE elements, as presented in Table 1 taken
from Ferro and Sapio [16].

To use the STRIDE-HF model, security analysts and researchers will need to
understand how users interact with each other and with the systems inside the
workplace. This includes the type of environment (e.g. open-plan, cubicle based,
working from home, etc), and culture (e.g. carefree and relaxed or strict and
procedural). This may be achieved by qualitative (e.g. observations, question-
naires and interviews with users) or quantitative (e.g. surveys) methods. From
here, security analysts can begin to look at their threat models from an attackers
perspective and then consider how human factors could impact what has been
modeled or managed.

3.1 Implementing STRIDE-HF into an interactive experience:
Another Week at the Office

Since STRIDE-HF is still a developing model, it has been implemented within
a serious game titled Another Week at the Office (AWATO) [16]. This game
has provided a practical way to incorporate the STRIDE-HF framework to ed-
ucate and assess users behavior in a virtual office space. In AWATO, players
take on the role of security analyst who must observe the characters within a
typical workplace environment and identify erroneous behavior, such as leaving
a computer unattended and unlocked or a post-it note on the ground with login
information like in Figures 1 and 2.

From here, the user must decide whether or not this kind of behavior is bad
and subsequently report it. Once an incident has been reported, the player must
then classify the threat in accordance to STRIDE-HF as presented in Figure 3.
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Fig. 1. Example of a post-it note with sensitive information

We analyzed the use of STRIDE in terms of players observing generally bad
cybersecurity practices and aligning them to what the most relevant STRIDE-
HF element. At this stage, the point was not to validate STRIDE-HF but to
understand how a framework such as STRIDE-HF could be used in a practical
way. While the game did feature a short text-based primer to make the players
familiar with the concepts of threat modeling, human factors, and STRIDE-HF,
this study did offer insight on how we could address knowledge gaps observed
through game-play in terms of more tailored training. A consideration that will
be further elaborated as we begin to empirically validate STRIDE-HF.
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Fig. 2. Example of a post-it note with sensitive information with login and account
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Fig. 3. Example of STRIDE-HF classification inside of AWATO



A human factor approach to threat modeling 13

4 Discussion and Implications

For developing a user-centered threat model, a central issue has been to under-
stand the discussions, definitions, and approaches for addressing human errors
and threats to a system. On the one hand, human factor research is gaining
momentum in cybersecurity, which has highlighted the role the human factors
play in cybersecurity. On the other hand, research and definitions are still very
broad and context specific. The purposes of this paper are (a) to explore con-
temporary research within human factors, including research within the context
of cybersecurity, (b) explore contemporary research that describes approaches
towards addressing threats to a system, and (c) how can this information be used
to develop a more user-centered approach to threats where threats are defined
as human errors. STRIDE-HF presents an approach that considers both human
factors and threat modeling together to help understand what types of human
errors could result in STRIDE elements.

4.1 Human factors and threat modeling

Humans are prone to making mistakes, especially if our environment facilitates it.
One area that has been the topic in the literature is workplace culture. Therefore,
it could be an area to start with. There may be opportunities to assess the work-
place environment by measuring employees attitudes towards their employer, and
workplace culture, to determine if more can be done to address negative issues.
For example, if many employees are overworked, it is more likely that they will
make trade-offs for time or disregard basic security protocols such as leaving a
computer unlocked or sharing passwords. Therefore, by changing work practices
or developing more strategic approaches to managing workloads, employees may
feel more positive and be more prone to make less errors. In addition, there may
be ways to address and change workplace culture by encouraging employees to
participate in activities that are orientated towards their commitment to the
organizations security goals or to engage with like-minded colleagues [22]. In
this way, by addressing environmental and cultural factors it could reduce the
likelihood of human error resulting in a breach.

As demonstrated by Chen et al. [9], exposing users to threats in a controlled
environment may also offer a way for them to understand the process leading up
to a threat, the threat itself, and subsequent consequences of it being success-
ful. However, it is also equally important to consider that more training is not
always the solution. In these instances, training provides users with a person-
alized experience, that is meaningful because of the interaction that it affords.
Ultimately, such experiences can also align with the level of access and/or re-
sponsibilities that they have within a workplace. This is also a contention that
Ogiitcii et al. [34] confirmed where users demonstrated more security-focused
behavior when they could perceive threats and increase their awareness of the
technology. Therefore, it may also come back to addressing a users level of com-
petency by actively exposing them to scenarios that allow them to experience
these issues and develop personal and meaningful connections to security issues.
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It is clear that there is still a long way to go towards developing a consistent
definition of human factors (and what they are) both at a general level and
more specifically within a cybersecurity context. Similarly, there is also a lack of
consistency when defining threat modeling.

Typically human factors and threat modeling has been considered two sepa-
rate areas of study. However, threat modeling and risk assessment present similar
approaches to human factors in ways to identify, understand, or to anticipate
weaknesses or likely errors. Thus, strategies and processes can be implemented
to mitigate the effects of these weaknesses and errors. However, with this being
said it is reassuring that while the terminology varies, there is some consistency
with the errors or human factors that they are addressing. Therefore, it is likely
as both fields mature so too will more concise definitions.

Another important consideration is understand how to address human fac-
tors throughout a cyber kill chain or where certain factors are likely to be more
damaging. For example, in a company that heavily uses social media, a user who
is sharing work-related information online or even a photo on social networks,
it may be enough to draw the attention of an attacker. However, it is not un-
til the delivery or exploitation stage that human factors are more detrimental.
Therefore, in such cases, more focus should be directed towards educating users
about email security and social engineering. This may include training to iden-
tify persuasive techniques or how to validate the identity of callers or what to
look for in emails from unknown senders.

4.2 STRIDE-HF as a user orientated threat modeling approach

STRIDE-HF presents a novel direction to consider threat modeling from a hu-
man factor perspective. As discussed within this paper, research within human
factors is gaining momentum within the field of cybersecurity. Yet, we are still far
from a consistent discourse and terminology. To this end, this paper highlights
the importance for working towards a more consistent definition standard and
why we should begin to consider human factors as a type of threat towards a
systems security in a socio-technological world. In this way, we can begin to work
towards the development of user-centered threat models. We aim for STRIDE-
HF to become the beginning of a new paradigm that explores human error as a
way to further protect the security of systems and the data within them.

The STRIDE-HF Framework functions by offering a way for security an-
alysts to consider human factor related behavior while assessing the types of
breaches that could result from them. For example, if a user shares a password
(because that is part of the workplace norms) it could result in an elevation of
privilege where a user may disable certain settings unknowingly, thus creating
a vulnerability. The procedure to use the framework requires that human factor
elements are identified within a work environment, which can be done in several
ways (e.g. observation or assessment). From here, the framework can help the
user to identify the type of STRIDE element that aligns with the human factor
that may influence it. Alternatively, the user can use STRIDE-HF in reverse
where they identify the likely (STRIDE) issues and then the subsequent human
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factor(s). The fundamental difference that STRIDE-HF offers in comparison to
traditional threat modeling methods is that it takes a “reversed engineered” ap-
proach towards classifying threats that may affect the security of a system from
the perspective of users rather than an attacker.

4.3 Future Work

At present, STRIDE-HF is being iterated within the game Another Week at the
Office [16]. However, we are striving towards developing this further to include
training modules that can be used by security analysts to help them analyze
current work practices and identify what human factors could weaken the secu-
rity practices that are currently in place. Moreover, we would also like to include
relevant material (e.g. approaches, activities, information) that could help even
a novice security analyst to understand the human factors within their work-
place environment and how to address them. This material would also align
with what users do within AWATO so that it can become a wholesome training
and learning experience.

Future iterations of STRIDE-HF may include additional human factors that
are relevant and extend beyond those defined within this paper as well as the
incorporation/use of more psychological based principles such as decision mak-
ing, culture, and attitude. Since it is a requirement in any organization to make
decisions on a daily basis. The types of decisions vary from habitual ones such as
when to take a coffee break to downloading a document, all of which can lead to
negative and positive outcomes. However, these decisions vary greatly depending
on the needs of the user and the environmental/psychological factors that may
be influencing them. Therefore, there are many approaches that try to predict
the way to predict a user or model their behavior. If we are to consider these
aspects within the context of cybersecurity, the work environment, and the ev-
eryday user, there are several ways that a user could unknowingly/accidentally
provide sensitive information to an attacker or leave sensitive information easily
available for others to use and thus compromising cybersecurity. Consequently,
future development may also explore such decision making behaviors in a quan-
tifiable way (i.e. through questionnaires) to develop a rubric for assessing the
risk of a human factor(s) and/or STRIDE element.

5 Concluding Remarks

This paper presented an iterated version of the STRIDE threat modeling tech-
nique with STRIDE-HF, which is a user-centered threat model that is aligned
with Dupont’s Dirty Dozen [15].

As summarized in Section 2, the paper has drawn an informed insight to
identify the gap that exists when discussing user-centered threat modeling as an
additional technique to use in conjunction with traditional threat modeling and
as part of the security design of a system. The paper, as discussed in Section
3 presented the development of a novel approach to threat modeling. Lastly, in
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Section 4, we discussed the implications of what this research has identified and
how it could be continued and applied.

The field of human factors in cybersecurity is still maturing, and more work
is needed to quantify the impact of implementing such strategies. This paper
contributes by providing initial insight into this developing field and a way to
consider an approach to user-centered threat modeling. However, the authors
want to stress that while STRIDE-HF does offer a starting point, much like
traditional threat modeling, we do not suggest that there is a “one size fits all“
approach since the security of systems requires varied approaches. Therefore,
further research needs to define human factors in a more concise way so that we
can begin to identify those which are more prevalent in specific security situations
(e.g. local intranet versus protecting a server). To this end, we have provided
a starting point to begin further research, which pushes the considerations of a
more inside-approach to threat modeling.

Lastly, this paper also raised several interesting questions for future work.
For instance, could more psychological elements be present that impacts hu-
man factors and could these be quantitatively assessed to provide more insight
towards high-risk human factors and the errors that they could lead to. Such
methods could also improve our understanding and highlight the level of impact
that psychological aspects could have on human factors to better understand
how it could affect the security measures that are currently in place or how new
ones should be designed and implemented. Therefore, empirical validation is
the logical next step towards not only validating our theoretical model but also
these additional considerations. The outcomes of such studies would greatly lead
to not only empirical improvements towards the understanding of user specific
aspects of threat modeling but also to further define what are human factors
within the broader discourse of cybersecurity.
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