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Preface

Deep learning (DL) has been applied to a wide range of research areas, such as predic-
tion, classification, image/talk recognition, and vision, and has greatly surpassed
conventional methodologies. The main difference between other approaches and in-
depth research is the computational simulation of neural network layers by learning
and multilevel representation. Therefore, the dynamic nature of large data sets can
be easily understood by deep learning. Deep learning models can therefore provide
insights into the complex structures of large data sets. Deep learning methods
have been shown to outperform previous state-of-the-art techniques in several tasks
because of the abundance of complex data from various sources (e.g., visual, audio,
medical, social, and sensor).

Objectives of the Book

The main reason of editing this book is the increasing demand for deep learning
(DL), unmanned systems (USs), and the exponential growth and evolution of USs
in the last couple of years. This book seeks to investigate the latest deep learning
applications in theoretical and practical fields of for any unmanned system, robot,
drone, underwater, etc. The book discusses different applications of DL in drones
and robotics where reinforcement learning methods have excellent potentials for use.

Both novice and expert readers should find this book a useful reference in the
field of deep learning and reinforcement learning for unmanned systems.

Organization of the Book

This well-structured book consists of 20 full chapters.

Book Features

e The chapters deal with the recent research problems in the areas of reinforcement
learning-based control of UAVs and deep learning for unmanned aerial systems
(UASS).
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e The chapters present various techniques of deep learning for robotic applications.

e The chapters contain a good literature survey with a long list of references.

e The chapters are well written with a good exposition of the research problem,
methodology, block diagrams, and mathematical techniques.

e The chapters are lucidly illustrated with numerical examples and simulations.

e The chapters discuss details of applications and future research areas.

Audience

The book is primarily meant for researchers from academia and industry, who are
working on in the research areas such as engineering, control engineering, robotics,
mechatronics, biomedical engineering, mechanical engineering, and computer
science. The book can also be used at the graduate or advanced undergraduate level
and many others.
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