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Preface

The 33rd International Conference on Advanced Information Systems Engineering
(CAiSE’21) was organized to be held in Melbourne, Australia, during June 28 – July 2,
2021. Due to the COVID-19 global pandemic, the conference was moved online and
held virtually over the same time period.

The CAiSE conference continues its tradition as the premiere venue for innovative
and rigorous research across the whole spectrum of information systems (IS) engi-
neering. This year, the conference focussed on the theme of Intelligent Information
Systems, acknowledging the high level of uncertainty that organizations have to deal
with, and the increasing need to respond through Intelligent Information Systems that
provide trusted, adaptive, agile, and autonomous solutions. In the backdrop of recent
advancements in IoT, big data analytics, artificial intelligence, machine learning, and
blockchain, the Information Systems Engineering research community is ideally
positioned to bring together the technical and empirical aspects of Information Systems
and contribute to progress in the field.

The CAiSE’21 program included three invited keynotes by Professor Michael
Rosemann (Queensland Institute of Technology, Australia), Professor Felix Naumann
(HPI, University of Potsdam, Germany), and Professor Sudha Ram (University of
Arizona, USA). The call for papers solicited research papers in the categories of
Technical, Empirical and Exploratory papers, in all areas of IS engineering, including
novel approaches to IS engineering; models, methods, and techniques in IS engi-
neering; architectures and platforms for IS engineering; and domain-specific and
multi-aspect IS engineering. 172 full paper submissions were received. We followed
the selection process consolidated in the previous years, where each paper was initially
reviewed by at least two Program Committee (PC) members; papers with only negative
evaluations were rejected; all papers with at least one positive evaluation were
reviewed by a member of the Program Board (PB); all reviewers then engaged in an
online discussion led by another PB member; finally, during an all-hands meeting
of the PB held virtually over-two days in February 2021, the final decision was made
about the acceptance or rejection of each paper. The overall evaluation process of the
papers resulted in the selection of 33 high-quality papers, which amounted to an
acceptance rate of 19%. The final program of CAiSE’21 was complemented by the
CAiSE Forum, workshops, co-located working conferences, tutorials and panels, and a
PhD consortium. For each of these events, separate proceedings were published.

We would like to thank the general chair, Professor Marcello La Rosa, the orga-
nization chair, Laura Juliff, and the whole organization team at The University of
Melbourne for their support and incredible work. We thank also the Forum chairs, Axel
Korthaus and Selmin Nurcan, the Workshop chairs, Artem Polyvyanyy and Stefanie
Rinderle-Ma, the Tutorial/Panel chairs, Pierluigi Plebani and Arthur ter Hofstede, the
Doctoral Consortium chairs, Chun Ouyang, John Krogstie and Jolita Ralyté, and the
publicity chairs, Abel Armas-Cervantes, Fabrizio Maggi, Kate Revoredo Lin Liu, and



Pnina Soffer, for their extraordinary and professional work. We thank all PC and PB
members, who played a fundamental role in the selection process. Finally, we would
like to express our deepest gratitude to all those who served as organizers, session
chairs, and hosts, and went above and beyond to ensure that CAiSE continues to
provide an engaging and high value forum for scientific exchange and networking
within the Information Systems engineering community, in spite of challenges posed
by the online setting.

CAiSE’21 was organized with the support of the School of Computing and Infor-
mation Systems at The University of Melbourne, the Melbourne Convention Bureau,
and Springer.

May 2021 Shazia Sadiq
Ernest Teniente
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Designing Intelligent Systems: The Role
of Affordances and Trust

Michael Rosemann

Queensland University of Technology, Centre for Future Enterprise, 2
George Street,

Brisbane, 4000, Qld, Australia
m.rosemann@qut.edu.au

Abstract. In a world in which the capabilities of systems grow faster than our
ability to comprehend these, we need revised approaches for the design of such
increasingly intelligent systems. No longer is a requirements-driven approach the
only paradigm. Instead, the affordances of systems provide a rich design space
that needs to be explored. Such an affordances-driven approach, however, is still
in its infancy. The incomprehensibility of systems also leads to new challenges
for system use. Though trust is now a key factor determining the user acceptance
of systems, we are still at the beginning of a trusted-by-design discipline. Thus,
we need to invest our research efforts into deriving a better understanding of the
role and the integration of affordances and trust in contemporary system design.

Keywords: Intelligent systems � System design � Affordances � Trust

1 The Growing Gap

The capabilities of technology in general, and intelligent information systems in par-
ticular, are developing rapidly and often exponentially. However, our capability to
comprehend this rapid change, i.e. our digital intelligence, is not developing in the
same speed [1]. As a result, the gap between what intelligent systems can do and what
humans comprehend is growing (Fig. 1).

This growing gap between the capabilities of intelligent systems and our digital
intelligence leads to the problem of incomprehensibly with two significant design
implications.

Fig. 1. The growing gap between intelligent systems and digital intelligence (inspired [1]).
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First, there is the danger of under-capitalization when it comes to the design of
systems. The dominating paradigm of design-follows-requirements ignores that
unconscious incompetence prevents us from articulating entirely new design options.
As a consequence, a shift needs to occur from a focus on specifying requirements (to
the left of the dotted line in Fig. 1) to an exploration of affordances (what is possible?).
Affordances-driven approaches to system design, however, are far less understood than
the domain of requirements engineering.

Second, if systems have a level of intelligence that is beyond the comprehension
of the system’s users, trust concerns might emerge as a barrier to the acceptance of such
systems. As a result, we need to go beyond a focus on ease-of-use and usefulness, and
add trust-building design principles and mechanisms into our design methodologies.

2 Affordances-Driven Design

Affordances are action possibilities arising from the relation between the features of a
technology and goal-oriented actors determining how the technology can be used in a
value-creating way [2]. Such a definition assumes an actor capable of assessing tech-
nological’ capabilities. As technology develops rapidly, however, actors will be chal-
lenged to identify and capitalise from relevant affordances meaning they remain hidden
affordances [3].

One approach to overcome the incomprehensibly of technology is to systematically
identify tiered layers of affordances in order to derive higher-order affordances [4, 5]. In
particular, we differentiate here the three layers of technical, design and business
affordances.

For example, for blockchain we identified via an empirical study of the practices
of the 30 largest financial institutions globally, the immediate technical affordances
tokenization, tracing and triggering [6]. Technical affordances are explicit as they can
be perceived directly by a technology-aware user. Design affordances are action pos-
sibilities an organization can embed when designing with blockchain in mind. These
include in the context of blockchain integrity, validity and compatibility. Design
affordances are implicit and on a higher order of abstraction. Finally, business affor-
dances are possibilities to create new value for customers using technical and design
affordances. For example, blockchain’s business affordances are micro-fulfilment,
synergistic delivery and sovereignty.

Affordances-driven design requires embedding such affordances into the specifi-
cation of requirements. Such requirements would be proactive requirements as they do
not (reactively) emerge from an organization’s demands, but are inspired by new
design opportunities made available by external enablers.

3 Trusted-by-Design

The interactions of users with contemporary systems are becoming more trust-inten-
sive. There are three reasons why trust increasingly matters for systems’ acceptance.

xvi M. Rosemann



First, the move from offline to online transactions is reducing tangibility (e.g., online
grocery shopping) and as a result leads to new trust concerns. Second, there is limited
visibility of the implications in those cases where a user contributes, directly or indi-
rectly, personal data to the interactions with a system. Third, the sophistication of the
intelligence embedded in contemporary systems (e.g., Amazon Go) does not only lead
to new levels of convenience and experience, but also raises the issue of explainability.
However, despite this increasing relevance of trust as a design goal, the overall trust
literacy is still low.

Like affordances, trust is a relational concept. It describes the willingness of a
trustor (e.g., a customer) to rely on a trustee (e.g., an organization, a business process, a
system) in light of uncertainty. However, the notion of trust in organizations (e.g.,
ability, integrity, benevolence [7]) and trust in systems (trustworthiness) varies.

Therefore, it is suggested to decompose trust design more broadly into reducing
uncertainty and increasing confidence [8]. A system that is trusted-by-design is low in
uncertainty. Uncertainty an be further broken down into the elements of systemic
uncsertainty, behavioral uncertainty, perceived uncertainty and vulnerability. While a
design targeting uncertainty directly changes the system, confidence is about the per-
ception of the system. Various confidence mechanisms need to be differentiated (e.g.,
confidence derived from peers, experts or previous experiences) and context-specifi-
cally be activated.

Therefore, trust designers, a new species, will need to develop skills to manage the
uncertainty of and the confidence in a system. Advanced trust design will not only be
needed to ensure that systems perform according to expectations (core trust), but, and
especially in the context of intelligent systems, to facilitate entirely new forms of
extreme trust. Extreme trust is the situation in which a system makes decisions on
behalf of the user, and the user expects and accepts that this is the case. Examples for
such systems can already be found in the domain of personalized healthcare and
entertainment (e.g., music streaming), but are also emerging in areas such as banking,
insurance, transportation and retail. Extremely trusted systems are a design option for
intelligent systems. They are grounded in the business affordance proactivity; organi-
zations increasingly have more data and higher algorithmic capabilities than their
customers which provides them with the action possibility to ultimately make better
and faster decisions than their customers.

References

1. Friedman, Th.L.: Thank You for Being Late. An Optimist’s Guide to Thriving in the Age of
Accelerations. Farrar, Strauss and Giroux. New York (2016)

2. Volkoff, O., Strong, D. M. Critical realism and affordances: theorizing IT-associated orga-
nizational change processes. MIS Q. 37(3), pp. 819–834 (2013)

3. Gaver, W.W.: Technology affordances. In: Robertson, S.P., et al. (eds.) Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, New Orleans, pp. 79–84,
ACM: New York (1991)

Designing Intelligent Systems: The Role of Affordances and Trust xvii



4. Bygstad, B., Munkvold, B.E.: In search of mechanisms: conducting a critical realist data
analysis. In: Beath, C., et al. (eds.) Proceedings of the 32nd International Conference on
Information Systems (ICIS 2011), Shanghai, 4–7 December 2011

5. Ostern, N., Rosemann, M.: A framework for digital affordances. In: Matook, S., et al. (eds.)
Proceedings of the 29th European Conference on Information Systems (ECIS 2021),
Marrakech, 14–16 June 2021

6. Ostern, N., Rosemann, M., Moormann, J.: Determining the idiosyncrasy of blockchain: an
affordances perspective. In: Proceedings of the 41st international Conference on Information
Systems (ICIS 2020). Hyderabad, 13–16 December 2020

7. Mayer, R.C., Davis, J.H., Schoorman, F.D.: An integrative model of organizational trust.
Acad. Manage. Rev. 20(3), 707–734 (1995)

8. Rosemann M.: Trust-aware process design. In: Hildebrandt T., van Dongen B., Röglinger M.,
Mendling J. (eds.) Business Process Management. BPM 2019. LNCS, vol. 11675, pp. 305–
321. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-26619-6_20

xviii M. Rosemann

https://doi.org/10.1007/978-3-030-26619-6_20


Leveraging Artificial Intelligence and Big Data
to Address Grand Challenges

Sudha Ram

Anheuser-Busch Professor of MIS, Entrepreneurship & Innovation, Director,
INSITE Center for Business Intelligence and Analytics, Eller College of Man-

agement University of Arizona, Tucson, AZ 85721
ram@eller.arizona.edu

Abstract. The phenomenal growth of social media, mobile applications, sensor-
based technologies and the Internet of Things is generating a flood of “Big
Data” and disrupting our world in many ways. Simultaneously, we are seeing
many interesting developments in machine learning and Artificial Intelligence
(AI) technologies. In this keynote I will examine the paradigm shift caused by
recent our society. Using examples from health care, smart cities, education, and
businesses in general, this talk will highlight challenges and research opportu-
nities to address problems that have social implications.

Keyword: Big data � Machine learning � Artificial intelligence � Prediction
models � Social good

Introduction

We live in an exciting world of the Fourth Industrial Revolution where we are wit-
nessing a convergence of technological advances and a data deluge. These advances are
merging the physical and worlds in ways developments in AI and Big Data and ways to
harness their power to address grand challenges facing that create a paradigm shift and
hold great promise for the future. The phenomenal growth of social media, mobile
applications, sensor based and wearable devices, and the Internet of Things, is gen-
erating a flood of “Big Data” and disrupting our world in many ways. Simultaneously,
we are seeing many interesting developments in machine learning and Artificial
Intelligence (AI) technologies and methods. Organizations and individuals as well as
societies are in a position to harness these advancements in AI and Big data analytics to
identify grand challenges facing us and to solve them in new ways.

Paradigm Shift in Big Data and AI

The term “Big Data” is often understood to reflect characteristics such as volume,
velocity, and variety. While these may appear to be terms that describe big data, we
need to dig deeper to truly appreciate its potential. These characteristics do not do
justice to explain how big data can be harnessed. I will go beyond these terms to reflect



on why big data is changing our world to create a paradigm shift. Specifically, I will
focus on three specific properties of big data related to the “datafication” of the world,
dissolution of the line between the physical and digital world, and the temporal and
spatial characteristics of granular big data. These three characteristics are fundamental
to big data and can be harnessed in multiple ways to creatively solve problem.

Simultaneously there has been a paradigm shift in machine learning and artificial
intelligence (AI). The founding fathers of AI coined the term Artificial Intelligence in
1956 and predicted great optimism for the field. Two distinct approaches were pro-
posed for AI – one mathematical using deductive reasoning or statistical using
inductive reasoning and the other biological or psychological to create reasoning akin
to the human brain.

One paradigm started dominating in AI soon after, with its focus on using symbolic
logic where computers were taught given symbols and operators. This approach has
been now supplanted by another paradigm i.e., sub symbolic approach, inspired by
psychologists such as Rosenblatt. This approach proposed the idea of “perceptrons”
which were inspired by the functioning of the human brain and which needed to fire
neurons based on weights and thresholds. The symbolic approach was transparent and
interpretable, while the sub symbolic approach is not. Development of large-scale
computational power and availability of large amounts of data with the advent of the
WWW have spurred the sub symbolic approach and consequent AI advancements.
Today we have multilayer neural networks (deep learning methods) such as Convo-
lutional neural nets or Recurrent neural nets. While these types of neural nets started as
black boxes, we have “attention mechanisms” that can now open up these neural nets to
some extent. However, these are all still supervised techniques in that they need data
and examples to learn. Emerging areas now include unsupervised methods such as
reinforcement learning which start with a goal and learning to progress toward that
goal.

Interdisciplinary Approaches to Address Grand Challenges

Given these developments in AI and Big data, we are perfectly positioned to make
contributions to solving grand challenges particularly to address problems that have
social implications [1].

The Information Systems and Computer Science fields have a unique opportunity
to lead by embracing a new research approach for identifying and solving interesting
problems [2]. Many opportunities abound for data science based research that exploits
the temporal and spatial characteristics of big data, the datafication phenomenon and
the dissolving line between the physical and digital world. These research methods can
also exploit the developments in deep learning methods particularly to identify and
remove bias in results of predictions from machine learning. Research that is able to
open up the “black boxes” of deep learning to explain the results is also very important.
Finally this is an opportunity to develop interdisciplinary collaborations to solve grand
challenges in areas that include health care, environmental, and social justice
challenges.

xx S. Ram
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Bad Files, Bad Data, Bad Results: Data Quality
and Data Preparation

Felix Naumann

Hasso Plattner Institute, University of Potsdam, Germany
felix.naumann@hpi.de

Abstract. A significant obstacle when developing and deploying data science
solutions is the poor state of data: files will not load, schemata are outdated, data
are ill-formatted, incorrect, or simply missing. Data stewards, data scientists, and
developers spend too much time finding, wrangling, and cleaning their training
and test data to ensure reliable results. Only recently has our community begun
to recognize such shortcomings as a research (and tooling) opportunity. We
examine data quality problems through all stages of the data science pipeline –
from the mundane, such as unexpected field delimiters, to the complex, such as
violations of data dependencies. We explore methods to discover and repair
such problems and point to the still many open research challenges in the field of
data quality and data preparation.

1 Bad Files and Bad Data

Raw data come in many shapes and forms, most of which are not what a data engineer,
data scientist, or an analytics tool expects. And more often than not, even after mas-
saging the data into an amenable format, the data themselves might contain errors, have
missing values, or are outdated. Incorrectly read files and poorly cleaned data lead to
incorrect or poor decisions – by humans analyzing the data or by machines building
models based on that data, following the well-known garbage-in-garbage-out principle.

Information systems research has developed a rich foundation on the topic of
information quality, encompassing a wide range of quality dimensions [15] to be
assessed [12] and potentially improved through organizational and technical measures.
Database research has traditionally focused on the data quality dimension of accuracy,
essentially devising methods to identify erroneous data, such as duplicates [1] or
violations of data dependencies [8].

Raw data are rarely in a shape that can be directly consumed by down-stream
applications. Rather, they need to be prepared. In fact, Trifacta’s data preparation study
shows that 72% of respondents indicated that data preparation by data users is critical
[14]. Data scientists spend approximately 80% of the time on collecting and preparing
data and about 20% on actual model implementation and deployment [4, 9, 13].

Yet beyond “bad data”, a new dimension of information quality has only recently
been identified and is only beginning to be systematically addressed: “bad files”.
Typical problems in csv-files include multiple tables in a single file, titles, footnotes
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and other metadata mingling among the data [6], aggregate rows, uncaught reserved
characters, heterogeneous delimiters, empty rows, and many other issues that deviate
from the (rather loose) standard for csv-files [11]. For instance, among 23k open data
files a study identified 14 different encodings, five different delimiters, and up to 226
tables in a single file [2]. Such files typically cannot even be loaded into the target
system. Further, even when data can be loaded from raw files, many data preparation
tasks along the data-engineering pipeline remain, such as standardizing formats [7],
splitting columns, or detecting disguised missing values [10].

2 Data Preparation and Data Cleaning

To achieve high quality results and insights from data, they must usually undergo many
syntactic and semantic transformations: data preparation and data cleaning. Data
preparation is the set of operations performed in early stages of a data processing
pipeline, i.e., transformations at the structural and syntactical levels, which are inde-
pendent of the data content. In contrast, data cleaning concerns subsequent data
transformations and corrections at the semantic level, i.e., correcting erroneous data.
Figure 1 shows this spectrum.

While there is a rich literature in the field of data cleaning [5] and commercial
products abound, the field of data preparation is only budding [3], despite its great
potential both in automation opportunities and in time-savings for data engineers and
data scientists [4]. Open or yet unsatisfyingly solved challenges include the automatic
extraction of data from human-readable files, the standardization of data values and row
formats, the automatic suggestion of preparation steps, and finally the ability to
properly load any relevant data file into a system without human intervention.
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