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Preface

OpenMP is a widely used application programming interface (API) for high-level
parallel programming in Fortran, C, and C++. OpenMP has been supported in most
high-performance compilers and by hardware vendors since it was introduced in 1997.
Under the guidance of the OpenMP Architecture Review Board (ARB) and the diligent
work of the OpenMP Language Committee, the OpenMP specification has evolved up
to version 5.1, with version 5.2 soon to be released. OpenMP has become the most
widely used HPC language as a result of its continuing evolution.

The latest proposed specification, which is documented in OpenMP Technical
Report 10 (TR10), will be the basis of OpenMP 5.2 when the ARB releases it later this
year. This version primarily reorganizes and refactors the specification of the directives
and clauses that the language provides. These changes necessarily identified incon-
sistencies in the specification, particularly for the directive and clause syntax and the
restrictions that apply to it. Thus, it will replace syntax inconsistencies with the form
used more generally throughout the specification in addition to ensuring that common
restrictions are consistently and clearly specified.

While these changes are small advancements, work has also begun on the next
version of the specification: OpenMP 6.0. Larger changes that we anticipate for that
version include the ability for a thread to create a task to be executed by a thread in a
different parallel team and to enable free-agent threads to execute tasks in addition to
the threads explicitly created for that team. While the details of the latter functionality
are still under discussion, this volume includes a paper that explores a proposed
mechanism for it. The papers that appear at IWOMP are one avenue through which the
OpenMP Language Committee carefully evaluates and incorporates community needs
into the OpenMP specification.

OpenMP is important both as a stand-alone parallel programming model and as part
of a hybrid programming model for massively parallel, distributed memory systems
consisting of homogeneous manycore nodes and heterogeneous node architectures, as
found in leading supercomputers. As much of the increased parallelism in the exascale
systems will be within a node, OpenMP has become widely used in top-end systems.
Importantly, the features in OpenMP 6.0 will further support applications on such
systems in addition to facilitating portable exploitation of specific system attributes.

The community of OpenMP researchers and developers is united under the cOM-
Punity organization. This organization has held workshops on OpenMP around the
world since 1999: the European Workshop on OpenMP (EWOMP), the North
American Workshop on OpenMP Applications and Tools (WOMPAT), and the Asian
Workshop on OpenMP Experiences and Implementation (WOMPEI) attracted annual
audiences from academia and industry. The International Workshop on OpenMP
(IWOMP) consolidated these three workshop series into a single annual international
event that rotates across Europe, Asia-Pacific, and the Americas. The first IWOMP
workshop was organized under the auspices of cOMPunity. Since that workshop, the



IWOMP Steering Committee has organized these events and guided development
of the series. The first IWOMP meeting was held in 2005, in Eugene, Oregon, USA.
Since then, meetings have been held each year, in Reims, France; Beijing, China; West
Lafayette, USA; Dresden, Germany; Tsukuba, Japan; Chicago, USA; Rome, Italy;
Canberra, Australia; Salvador, Brazil; Aachen, Germany; Nara, Japan; Stony Brook,
USA; Barcelona, Spain, and Auckland, New Zealand. Each workshop draws partici-
pants from research, program developer groups, and industry throughout the world. In
2020, IWOMP continued the series with technical papers and tutorials presented
through a virtual conference, due to the COVID-19 pandemic. We thank the generous
support of sponsors that help make these meetings successful, they are cited on the
conference pages (present and archived) at the iwomp.org website.

The evolution of the specification would be impossible without active research in
OpenMP compilers, runtime systems, tools, and environments. The OpenMP research
community is vibrant and dedicated to continuing to improve OpenMP. As we move
beyond the present needs, and adapt and evolve OpenMP to the expanding parallelism
in new architectures, the OpenMP research community will continue to play a vital
role. The papers in this volume demonstrate the adaption of new features found in
OpenMP 5.0 and 5.1 and show how the OpenMP feature set can significantly enhance
user experiences on a wide range of systems. These papers also demonstrate the
forward thinking of the research community, and potential OpenMP directions and
further improvements for systems on the horizon.

The IWOMP website (www.iwomp.org) has the latest workshop information, as
well as links to archived events. This publication contains proceedings of the 17th
International Workshop on OpenMP, IWOMP 2021. The workshop program included
15 technical papers and tutorials on OpenMP. All technical papers were peer reviewed
by at least four different members of the Program Committee. The work evidenced by
these authors and the committee demonstrates that OpenMP will remain a key tech-
nology well into the future.

September 2021 Simon McIntosh-Smith
Bronis R. de Supinski

Jannis Klinkenberg
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