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Abstract. Remote maintenance is becoming a crucial aspect in the industrial life cycle, especially 

in context where different countries, languages, and time zones are involved. Supplying on-site 

operators with smart tools to rapidly and easily request support can boost maintenance procedure 

execution times and solving of unexpected problems, can reduce the number of interventions and 

can speed up novice training, resulting in cost reduction and equipment use maximization. Au-

thoring tools are needed to properly create new multimedia content and to process, organize and 

index legacy company knowledge, regardless of type. In this paper the SAMIR solution is pre-

sented, it defines a SaaS platform integrating Augmented Reality and Natural Language Pro-

cessing to supply an effective support during maintenance intervention together with authoring 

tools to create multimedia content and procedures. 

Keywords: Augmented reality, tele-maintenance, Architecture for AR services, 

Middleware, Natural Language Processing, Natural Language Interaction 

1 Introduction 

Today, the interaction between production and maintenance is gaining importance in 

the “Industry 4.0” context. Proper maintenance management helps maximize utilization 

of equipment, to maintain a constant level of productivity, to reduce the number and 

timing of interventions, leading to costs reduction [1]. The tele-presence approach for 

remote maintenance, also because of the current pandemic emergency, is gaining the 

attention of companies in the manufacturing industry. In this context, the use of Virtual 

Reality/Augmented Reality (AR/VR) combined with multimodal Human-Machine In-

teraction, such as using gestures or natural language with text or voice [2][3], allows 

effective reduction of execution times. Stress and weariness can be reduced enhancing 

security [4] and human error [5] and intervention costs can be minimized. Knowledge 

sharing of specialized skills is also enhanced facilitating continuous learning of opera-

tors. 

In this paper we present SAMIR (Smart Assistance for Maintenance with Intelligent 

Research), developed for the Italian project FINDUSTRY4.0 – Future Internet for In-

dustry 4.0 (PON FESR 2014-2020 project code F/080002/01-04/X35, from MISE–

Ministero dello Sviluppo Economico), a SaaS platform aimed at supplying integrated 

tools to support on-site operators during maintenance, remotely and in real time. 
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SAMIR also defines authoring tools to easily create multimedia contents (video, text, 

image, 3D models) and uploads legacy company content. 

On-site operators interact with the system by using natural language during dialogue 

with remote human experts, by means of chat or video call, and with an AI Virtual 

Assistant by means of chat or Voice/Vocal User Interface (VUI). The adoption of VUI 

in conjunction with normal chats allows keeping the hands and eyes focused on the task 

at hand, speeding up the intervention, as the speech recognition process is at least three 

times faster than keyboard input on smartphones [6]. Remote human experts can en-

hance their explanation by the use of 3D symbols, predefined or drawn in freehand, 

visualized by the operator in AR mode, moreover, AR can be used to represent entire 

maintenance procedures. The closer the interaction between human and real object, as 

in the maintenance case, the more virtuality should be non-invasive and constructive 

by enriching the real world with virtual contents, for this reason the AR approach is 

preferable to VR [7][8]. 

The rest of the paper is organized as follows: in section 2 an overview of the main 

architecture components is given with focus on interaction implementation, in section 

3 the interaction design is described, while in section 4 and 5 a real use case and con-

clusions are reported respectively. 

2 SAMIR Architecture 

In this section the SAMIR architecture, depicted in figure 1, is described highlighting 

how contents are created and consumed. The architecture is organized in three main 

areas, the Provider, including tools used by the domain expert to create and organize 

 

Fig. 1. The SAMIR architecture 
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contents, the Consumer, with tools to request and use contents, and the Core imple-

menting the back-end, which integrates processing services and stores data.  

The Provider tier contains applications to create maintenance procedures in different 

formats (text, video, 3D) by means of authoring tools and to upload legacy multimedia 

contents to populate the solution company knowledge. Also, sensors monitoring the 

equipment fall in this area as they provide live data that can be visualized by the oper-

ator during intervention or can be used to trigger condition-based maintenance proce-

dures. 

On the Consumer side there are three main components, the mobile app used by the 

on-site operator, running on smartphone or tablet, the web application used by the re-

mote expert, and the Virtual Assistant which provides an intelligent interface to interact 

directly with the search engine of the system. The Core tier is based on a three-tiers 

architecture, extended with an integration layer to decouple interface and service layers 

in order to promote extensibility and modularity. In the Service Layer the Multimedia 

Manager Service (MMS) is responsible for the semantic segmentation and indexing of 

uploaded videos and for successively retrieving them as results of user queries. The 

Smart Document Service (SDS) handles the textual contents, both generic and proce-

dures, and retrieves them when queried, while Procedures Service handles both video 

and 3D procedures. The NLP Service is responsible for processing user requests in 

natural language both syntactically and semantically to create a formal query to be used 

in input to the MMS and SDS.  

3 Interaction design 

Two types of interactions take place, Provider interaction, involving authoring activi-

ties, and Consumer interaction, involving how operators interact with each other and 

with the system. In Provider interaction, to create video or text procedures, intuitive 

interfaces are available; videos can be subdivided into tasks and steps, analogously a 

given text can be annotated to create an index and to mark section of interests. This 

preprocessing step allows direct access to the portion of interests of a given procedure. 

Generic contents can also be uploaded, after tagging them, for free research. 

In the Consumer interaction the on-site operator is first guided by the Virtual Assis-

tant to the required information, if this support does not satisfy the user needs the dia-

logue can switch to a human operator. The Virtual Assistant tries to understand user 

requests by grouping them into three categories: Planned Procedures, Live Data and 

Contents Research. The user asks for Planned Procedures during scheduled mainte-

nance to find a particular procedure about particular equipment, the assistant guides the 

user by showing the procedures available for that equipment and the format available 

for a given procedure (text, video or AR), at the end of this dialogue the procedure is 

shown to the user in the chosen modality. In an analogue dialog, Live Data requests 

show sensor data and other quantitative measurements to the user. Finally, Contents 

Research allows the user to submit a generic request using natural language, this is the 

case when NLP comes in by extracting the key words needed to make formal queries 

to the MMS and SDS to retrieve contextual information based on videos and text. 
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4 Use Case 

The ongoing development of the solution is constantly tested within a real use case. 

The application has been deployed in the industrial automation domain with the collab-

oration of the project partner Comau [9], a leading company in the field. Maintenance 

procedures about robotic equipment have been created and some user experiences have 

been conducted as depicted in figure 2. In this image the case of the Racer7 robot is 

depicted concerning the procedure of robot forearm to arm mounting.  

The implementation integrates two existent solutions, while the integration back-end 

is developed from scratch in Exprivia [10]. The Scotty application from Wideverse [11] 

is used for AR interaction and authoring for video and 3D procedures, while Algho 

Virtual Assistant from Quest-it [12] is used for VUI, dialogues and NLP, with a propri-

etary algorithm [13]. 

5 Conclusions 

In this paper the SAMIR solution has been presented with focus on integrated interac-

tion combining NLP and AR supporting on-site operators with effective contextual in-

formation research during maintenance operations. Multimodal procedures can be sup-

plied in real time created with appropriate authoring tools used by domain experts. 

Also, live data from sensors and free contents research based on requests submitted in 

natural language are possible. The development is in progress and constantly tested in 

real use cases in collaboration with a leading company in the domain of industrial au-

tomation. The interest from a real stakeholder proves how such approach is a real need 

 

Fig. 2. Forearm to arm mounting scenario  
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from the industry field, and allows better understanding of final user requirements in 

order to realize a quality product. 
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