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Abstract. The Industry 4.0 smart factories allow both optimization and 
integration of internal processes, utilizing the predictability of failure 
elements/components in a manufacturing process to prevent reprovals at the end 
of the process for quality control. The Supervised Machine Learning (ML) 
methods could be useful to detect anomalies and gain even more value throughout 
the entire supply chain. The ML approaches face barriers since it demands a 
changing in the production plant mindset to a more digital production and in the 
organization’s structure for a more advanced data security. The paper aims to 
propose a smart inconsistency and fail prediction system for manufacturing 
systems of an automakers supplier assembly process based on the applications of 
ML techniques. The data provided for the training showed significant deviations 
and non-linearity allied to only 5 attributes as input variables, which is considered 
a small number of features for similar problems in the literature. The trained 
model was then applied to the assembly line with unobserved data of new 
products, with its result compared with similar previous productions. The results 
of the tests showed that the proposed stacking model lessens the possibility of 
rework in the next stages of assembly and creates a more precise process control 
for the supervisor. The implementation’s results pointed out the potential of the 
stacking model proposed to be a useful tool in the context of Industry 4.0 since 
the reductions mean greater availability of production time and lower costs with 
quality control. 

Keywords: Industry 4.0; Machine Learning; Quality Control; Failure Prediction; 
Smart manufacturing; Automaker Supplier. 

1 Introduction 

Nowadays, the increased use of traceability and connectivity technologies by the 
automotive industry and its suppliers has made it possible to collect and study 
manufacturing data focusing on process control and its optimization. There is a 
collective need from global industries to digitize products and processes in the context 
of the fourth industrial revolution, thus guaranteeing product quality and digital 
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excellence [1]. The heart of Industry 4.0 is the rise of smart factories, which includes 
smart networking between industry units, processes, and operations. It focuses on 
flexibility and interoperability of processes, integrating the customer’s and supplier’s 
information and requirements with the adoption of new business models [2]. 
requirements with the adoption of new business models [2]. 

Implementing the new paradigm of Industry 4.0 follows three characteristics: i) The 
horizontal integration across the entire value network; ii) End-to-end engineering across 
the entire product lifecycle management, and iii) Vertical integration and networked 
manufacturing systems [3]. The vertical integration and networked manufacturing sys-
tems allow both optimization and integration of internal processes, which leads to a 
higher understanding of the whole manufacturing process and quality control of the 
product features.  

For quality control, the predictability of failure elements/components in a manufac-
turing process can help prevent reprovals at the end of the process, and thus ensuring 
higher quality for the end-user. In this way, AI techniques come to assist the process of 
failure prediction to make the whole process more robust and less subjective. It inte-
grates technologies/machinery, workers, and information, creating an agile and respon-
sive process, and process control systems [4][5]. 

The paper aims to propose a smart inconsistency and fail prediction system for 
manufacturing systems based on the applications of ML techniques. The validation of 
the system is in a real environment of assembly of parts for the automotive sector to 
carry out the control quality, generating a powerful tool for the production line’ 
supervisors.  

2 Related Works 

Over recent years, industries and research centers have made significant efforts and 
progress into implementing smart manufacturing and smart industries techniques in the 
Industry 4.0 era. According to [6][7][8][9], in the last decade, the manufacturing 
industries are having more demand for customized products without losing quality and 
production indicator and remaining competitive. The companies need to analyze and 
remodel their processes in this new context of production.   

Industries experience a complex manufacturing environment based on multicriteria 
decisions, and the forecast for manufacturing processes influence the quality and 
efficiency indicators significantly [10][11]. Machine Learning core technologies work 
well with the complexes problems generated inside de industry and can be applied to 
reduce fixed costs, rework indicators, and improve key production indicators and speed 
[12]. 

The use of artificial intelligence and machine learning in the quality control of 
companies is becoming increasingly frequent. In the production floor, one of the most 
challenging problem for quality and process control is the product measurement 
variability in processes like assembly and machining and can occur in industries such 
as the automotive, since it can be influenced by various factors [13][14]. According to 
[15], Machine Learning applications can help Lean Manufacturing lines to have more 
quality and efficiency, especially in the automotive supplier industry, where the 
connectivity from machines and production lines data is vital for efficient production. 
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The application of machine learning models can be facilitated by a smart manufacturing 
environment since they refer to the new paradigm of production where manufacturing 
machines are fully connected, monitored, and controlled via smart systems, improving 
productivity, sustainability and reducing costs [16][17][18]. 

Finally, adapting machine learning concepts to a domain of knowledge within a real 
industrial process can present several challenges. One of the challenges is that ML 
applications cannot impact machine cycle times, and often must be optimized to not 
significantly impact process times. In addition, the processing power of machines on 
the production line is generally limited to the production processes themselves, 
requiring the design of shared processing in the cloud to achieve robust ML model 
training and satisfactory results [19]. Therefore, the quality control in real time in 
automotive supplier processes by ML models are still very limited to the complexity 
and training time required by the chosen models, being often simplified to obtain results 
that do not negatively impact other production indicators. 

3 Problem Statement  

This case study was carried out between two workstations located in an assembly line 
of an Automaker’s Supplier Plant, and all names of variables and parts were adapted 
due to the Company’s data security policies.  The assembly process focused in this 
paper is shown in Figure 1. 

 
Fig. 1. Diagram of the automaker's supplier assembly process. 
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In this assembly process, the first station (Figure 1 - station “A”) receives two 
cylindrical parts (Figure 1 - Detail “C1” and “C2”) from previous machining processes 
and measures the internal height of the first part (Figure 1 – dimension “X”) and the 
external height from the second part (“Y” of Figure 1). With these both measures, it 
calculates a compensational washer (Figure 1 - Detail “W”) using a Setup variable from 
the configuration of the product, and an Operator adjusts to adequate the manufacturing 
assembly into product requirements. The Setup Variable comes from customers’ 
requirements, and the Operators adjustment is a readjustment to deal with deviations 
and inaccuracies, whether they are from previous machining processes or for general 
deviations from the assembly line. 

From this, the assembled part is processed by operations “B” and “C” and performs 
a quality check at station “D”. In this station (Figure 1 - Station “D”), a remeasurement 
process, more accurate, checks whether the product complies with the specifications 
and whether the assembly at station “A” was correct (Figure 1 - Detail “Q”) and 
generates the Target Value in this study. 

All variables are collected through sensors, which generate a text file at stations “A” 
(input) and “D” (target) containing all the information collected by the machines of 
each part. Every new part that passes through the stations then generates a text file being 
identified by a unique code of the part and that contains its variables which is transferred 
to a backup server to carry out quality and traceability analyses. 

4 Conceptual Proposal 

The proposed solution is to use a machine learning architecture for quality control that 
reads the text file generated by the machine before being sent to the backup server, 
since the creation of this file is instantaneous and presents all the available variables, 
and then makes prediction and an automatic adjustment at station “A” piece-by-piece 
based in historic production data. For the training of the ML models and analysis of 
variable behavior, it was used the historical data stored on the backup server of the 
production line, in which there is the text files with the individual data of all the parts 
that were processed in the last 3 years. This process can be seen in Figure 2.  

Five ML models were chosen for the architecture: i) K-Nearest Neighbor (KNN), ii) 
Random Forest (RF), iii) Gradient Boosting Machine (GBM), iv) Light GBM and v) 
XGBOOST. These ML models are classified into 3 groups of learning: association, 
interaction, and ensemble learning. These ML methods were chosen for their 
effectiveness in other similar case studies in the literature [20][21] and for their 
simplified implementation on an assembly line since they are white-box methods, and 
it is possible to understand the importance of the variables.  

The research focus is on the application of a machine learning model architecture 
and on overcoming the challenges faced in real-time implementation on a production 
line, where there are several factors to be considered. Therefore, models already used 
widely in the literature and with easy access to programming libraries were chosen, 
since this research does not propose a comparison of performance between individual 
models, being used a range of different algorithms for better overall performance. 
Finally, several algorithms like those proposed were discarded due to the difficulty of 
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implementing them on computers within the production line, where access to 
information and programming libraries is restricted by secrecy and security. 

 

 
Fig. 2. Data Flow Diagram 

After choosing the models to be used, a Staking structure of the machine learning 
models was designed, where KNN, RF, GBM and light GBM would be used as primary 
estimators since they present different types of learning methods between themselves 
and can gain knowledge in a different and optimized way, and XGBOOST as a meta-
estimator. The XGBOOST model was chosen as a meta-estimator for its performance 
in similar benchmarks problems [22][23] and the full use of available hardware. 

The models were trained using the six variables (variable “X”, “Y”, “Z”, “Setup 
variable”, “Operator Adjustment” and “Remeasurement-Target Value”), mentioned in 
Figure 1. All estimators were trained with historical production data of 120.000 product 
database and the grid-search of the hyperparameter was done for the tuning and 
optimization of each single model. 

5 Results 

The conceptual proposal provided the necessary knowledge for the functional test on 
the assembly line. The models used hyperparameters with the best result of the grid-
search, and all attributes for better accuracy. The functional test was carried out on the 
assembly line during regular operation, indicating the adjustment of the washer in real-
time by the created stacking model. 

Moreover, to test the flexibility and robustness of the proposed model, tests were 
carried out on 10 different configurations of products with 7400 test parts supplied to 
different customers. Each consumer company requires different product configurations, 
such as different levels of quality, product requirements and geometries with different 
characteristics. 
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The rework indicators collected at station D were compared using the machine 
learning architecture proposed with productions of the same configuration of product 
without its use (normal production), and thus analyzed whether it was possible to reduce 
rework. It was not possible to evaluate the usage of the proposed model for the same 
parts since after the assembly processes at station A and subsequent B and C, the 
assembled part can no longer be disassembled, making it impossible to compare the 
production with the proposed architecture and the normal production of the same parts. 
The results obtained in the tests are shown in Table 1, considering that the different 
configurations mean distinct product specification. 

Table 1. Test results of the assembly line. 

Product Configuration Amount Tested Rework Reduction 

Configuration 1 508 0.54% 

Configuration 2 726 2.79% 

Configuration 3 209 4.65% 

Configuration 4 150 2.60% 

Configuration 5 719 5.28% 

Configuration 6 258 6.03% 

Configuration 7 96 8.57% 

Configuration 8 584 -2.12% 

Configuration 9 2139 1.20% 

Configuration 10 1992 1.90% 

Total 7381 3.14% 
 

Table 1 shows that the use of the proposed staking model had a positive result in 
reducing rework in 9 configurations of products, and only 1 had a negative outcome. 
The only negative result was motivated by the developed architecture not being able to 
adapt to configuration 8 and thus accurately predict new parts in real time, in addition 
to reasons of temperature variation and dirt that can influence the system outcome. 
     In general, there was a 3.14% reduction in rework that represents a direct decrease 
in quality control costs and a more stable assembly line. Thus, the tests indicate that the 
proposed stacking model lessens the possibility of rework and creates a more precise 
process control for the supervisor. 

6 Conclusion 

In this article, we proposed and analyzed the process and results of implementing a 
machine learning stacking model on an automotive parts assembly line. The data 
provided for the training showed significant deviations and non-linearity allied to only 
5 attributes as input variables, which is considered a small number of features for 
similar problems in the literature. An extensive grid search was performed with cross-
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validation to obtain the best hyperparameters for the problem and training the proposed 
model with a dataset of 2 months of production data.  
The trained model was then applied to the assembly line with unobserved data and new 
products, and its result compared with similar previous productions. Around 7400 parts 
were tested, obtaining an average rework reduction of 3.14%. 

The proposed model is highly robust and can be used in several similar problems, in 
which an adjustment is made, and a quality control is carried out based on this 
adjustment. The idea is that the quality control should measure the target value of all 
parts, and thus create machine learning models to understand the relationship between 
the input variables (until the part is adjusted) and the quality control variable. The 
proposed model was tested for mechanical adjustments made with washers, but it is 
possible to be used for mechanical adjustments of different types, and thus be used in 
almost any assembly process in the automotive industry as well as various processes. 

The next steps for this research are to increase the robustness of the proposed model 
and increase its accuracy with different and newer machine learning models. Besides 
that, the proposed model must be tested on production and assembly lines of different 
products with other characteristics to test its flexibility and robustness with different 
problems. 
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