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Abstract. In this paper, we introduce a new pipeline to learn manga
character features with visual information and verbal information in
manga image content. Combining these set of information is crucial to
go further into comic book image understanding. However, learning fea-
ture representations from multiple modalities is not straightforward. We
propose a multitask multimodal approach for effectively learning the
feature of joint multimodal signals. To better leverage the verbal infor-
mation, our method learn to memorize the content of manga albums
by additionally using the album classification task. The experiments are
carried out on Manga109 public dataset which contains the annotations
for characters, text blocks, frame and album metadata. We show that
manga character features learnt by the proposed method is better than
all existing single-modal methods for two manga character analysis tasks.

Keywords: Manga image analysis · Multimodal learning · Auxiliary
task learning · Transfer learning.

1 Introduction

Digital comics and manga (Japanese comics) wide spread culture, education and
recreation all over the world. They were originally all printed but nowadays, their
digital version is easier to transport and allows on-screen reading with comput-
ers and mobile devices. To deliver digital comics content with an accurate and
user-friendly experience on all mediums, it might be necessary to adapt or aug-
ment the content [2]. This processing will help to create new digital services in
order to retrieve very precise information in a corpus of images. For instance,
comic character retrieval and identification would be useful as copyright owners
need efficient and low-cost verification systems to assert their copyrights and
detect possible plagiarisms [24]. In our paper, we use the term “character” as
the person in comic books. From this point on, the term “character” in character
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retrieval, character classification, character clustering should be understood as
“comic/manga character”.

Current work [11,30] on comic/manga character analysis often rely on trans-
fer learning [19]. When it is hard to perform a target task directly on comic
character images due to the missing of labels, one can learn the character vi-
sual features basing on related tasks then use the learnt features to perform the
target task. In these methods, a visual feature extractor (uni-modal) is learnt
using the character classification task and then it is used to extract features to
perform character retrieval, identification or clustering tasks.

However, single modality (e.g. graphics) is limited and can not profit from all
the information we can extract or infer from static images. In comic/manga im-
age analysis domain, recent works state that learning using only a single modal-
ity, as very often the image, can not cope with feature changes in some images
and suggest to take advantage of another modality (text in their study) simul-
taneously with the first one [30]. Existing works have often ignored the implicit
verbal information in the comic book images which are presented in form of
speech text or narrative text. This source of verbal information is important,
especially since the text recognition technology is strong nowadays.

Theoretically, multimodal analysis is able to retrieve more information and
of an higher level than the uni-modal scenario, with an overall better perfor-
mance. However, training from multiple modalities is actually hard and often
results with lower performance than the best uni-modal model. The first rea-
son is that it is easy to overfit: the learnt patterns from a train set that do
not generalize to the target distribution [28]. Another reason is that one of the
modality might interacts with the target task in a more complex way than the
other [22]. For example, in our case, the image modality is relevant for characters
retrieval/clustering because we can identify the character name and the char-
acter emotion by looking at the image. In contrast, the text modality is more
adapted for album retrieval/clustering or character relationship analysis than the
character retrieval/clustering. This is due to the text in each album that does
not describe a specific character but instead tells a specific story involving many
characters. While both modalities seem likely to be complementary, there are es-
sential for other elements such as emotion analysis that can be jointly extracted
from character face expression, speech balloon shape and speech text processing.

Multitasks analysis [22,18] is a powerful approach to train a deep model,
especially when the target task, in a single task context, is difficult to train to
differentiate between relevant and irrelevant features. In our work, we propose to
use an auxiliary task to facilitate the multimodal training. The multitask multi-
modal methods we propose for learning the joint feature of multimodal signals
(text and image) can be used subsequently in different analysis tasks for comic
and manga image analysis such as character clustering, character retrieval and
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emotion recognition.

The contributions of this paper are summarized as follows :

– Instead of using only visual information in comic/manga images, we propose
a new pipeline which uses the implicit verbal information in the images to
learn multimodal manga character features.

– Different methods for learning the comic/character feature are analysed. To
achieve the best performance, we propose a self-supervised strategy with the
album classification task. This strategy forces the model to remember the
manga content which can improve the learnt multimodal features.

– The effectiveness of the learnt multimodal feature is demonstrated by trans-
ferring it to character retrieval and clustering tasks.

2 Related work

Uni-modal (Image)
model learning

Character
related tasks

Training images
and face labels

(Manga109)

Face detection

Input manga
images

Training images
and face labels

(Manga109)
OCR engine

Frame text
Multimodal

model learning

Character
related tasks

Face detection

Input manga
images

OCR engine

Frame text

a. Current methods: Uni-modal
manga character learning

b. Our pipeline: Multimodal manga char-
acter learning

Learning phase

Fig. 1: Current methods (a) compare with the proposed pipeline (b): Blue boxes
and arrows show our contributions, other parts are not in the scope of this paper.

Our work focuses on comic character feature extraction to perform related
tasks such as character retrieval, clustering and emotion recognition. Most of
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the previous works have focused on these tasks independently and using only
image-based features (uni-modal).

Regarding the character retrieval task, large handcrafted methods have started
to be proposed in 2017 [12]. Later and similarly, convolution neural networks
(CNN) and fine-tuning of two CNN on manga face images have been applied
[15]. They used with-and-without screen-tone images to perform accurate query-
and sketch- based image retrieval. Recently, the challenge of long-tail distribu-
tion data like manga character (face) images, inappropriate for using the usual
cross-entropy softmax loss function, have been tackled [11]. To do so, the authors
proposed a dual loss from dual ring and dual adaptive re-weighting losses which
improved the mean average precision score by 3.16%.

Few methods have been proposed for character (face) clustering. Tsubota et
al. [25] proposed to fine tune a CNN model using deep metric learning (DML) in
order to get help from domain knowledge such as page and frame information.
They include pseudo positive and negative pairs into the training process and
use k-means clustering given the number of characters for the final clustering.
The method applies its learning stage for each specific album of comic to learn
the character features before realizing the character clustering for the album.

Yanagisawa et al. [30] analysed different clustering algorithms on the learnt
features after training a CNN model on the character classification task. The
HDBSCAN clustering algorithm [3] was selected because of its better perfor-
mance and no requirement of the number of cluster priors (unlike k-means).
The authors mention that “learning using only images cannot cope with feature
changes in some character face images” and suggest to “utilize word information
contained in manga simultaneously with images”.

This suggestion makes the link with text analysis and natural language pro-
cessing techniques that can be combined for retrieving character names, relation-
ships, emotions etc. In 2018, a survey mentions that “research has been done
on emotion detection based on facial image and physiological signals such as
electroencephalogram (EEG) while watching videos [...]. However, such research
has not been conducted while reading comics.” [2].

From our knowledge, there is only one study about recognizing emotion from
text and facial expression in manga images. This work is part of an end-to-end
comic book analysis and understanding method able to text-to-speech a comic
book image with respect of character identification, gender, age and emotion of
each speech balloon [29]. It combines several modalities using computer vision,
natural language processing and speech processing techniques.

Multimodal approaches are usually developed for image/video classification
and retrieval where multiple modalities are available explicitly and strong for the
task [16]. From our knowledge, there is no multimodal work on comic/manga
book images where the verbal information is included in the image modality.
Moreover, the verbal information in comic/manga images is very weak for the
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character classification task so it is not trivial to apply multimodal learning
methods to comic book images. To overcome this issue, we may think about
finding another suitable task to learn the features from both modalities, but it
is not a good choice. Firstly, because it is hard to find a suitable task with nec-
essary labels for learning. Secondly, the character classification task is naturally
a relevant task to learn the comic character features. Another solution is to add
a useful task which will guide the model to learn relevant features to boost the
performance [26].

3 Proposed method

3.1 Overview

The digital comic book datasets are often composed by images partially anno-
tated [1,7,10,17]. This is the reason why most of researches in comic book images
focus on exploiting the visual information to extract the features and apply to
other tasks in this domain. In reality, the comic book may come with the album
metadata which includes some basic information such as the book name, the
author, published date, a short summary of the story etc. Thus, the information
from metadata is limited. Some datasets provide also text transcriptions based
on an Optical Character Recognition system (OCR) [10,17].

Concerning the feature extraction in comic book images, researchers often
ignore the text in the comic book images, including speech text (the text that a
character speaks) and narrative text (the text describing the flow of the situation
in the comic story). However, text and images can be combined to form singular
units of expressions in comics as mentioned by Cohn et al. [4], so it is very
important to take into account the verbal information while performing comic
analysis tasks, including character retrieval and recognition.

The high quality of text recognition technology nowadays gives us a big
opportunity to take advantages of digitized text as a source of verbal informa-
tion [14]. In this work, we consider the comic character face recognition and the
comic text recognition to be performed previously. Hence, we have these two
sources of information to study the related tasks. To simplify the experiments,
and allow others to reproduce them, we directly use the ground-truth infor-
mation of the face and the text from Manga109 dataset to learn the character
feature and analyze our multimodal approach. To associate the face image with
text and form a multimodal data sample, we associate a face image with all the
text in the same comic frame.We assume that the text in the frame is related
directly to the character whose the face is presented in the frame (speaking the
text or receiving the speech). Our proposed pipeline is illustrated in Fig. 1.

Assuming that we have a set of comic character samples where each sample
contains two modalities text and image defined as T and V , respectively. The
existing works [30,11,18] use V as the only information to learn or manually
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create the feature extractor which is then used to extract the features and real-
ize the character related task such as multimodal and/or cross-modal character
retrieval, character clustering, character recognition, character emotion recog-
nition, etc. All of the learning approaches use character classification task to
train the feature extractor which aims at classifying all samples (face image and
associated text) in the database of multiple albums and authors.

In our work, the objective is to learn the character extractor from both T and
V which are then used to perform the character related tasks. In single-modality
setting, we learn the two modalities separately: the verbal feature extractor
ET : T → FT and the visual feature extractor EV : V → FV . In multimodality
setting, we can combine the two sources of information to learn a combined
feature extractor Emix : (T, V )→ Fmix.

encoder

encoder

encoder

1

2

12

BERT

...

[CLS]前 以 は 512th

Comic Char-
acter Classifier

Resnet50

224x224x3

Conv+BN+Relu+MP

Conv+(Identity x2)

Conv+(Identity x3)

Conv+ (Identity x5)

Conv+(Identity x2)

Comic Char-
acter Classifier

a. Text classification by BERT [5] b. Image classification by Resnet

Fig. 2: Learning two feature extractors separately

In the next sections, we analyze different strategies corresponding to several
settings to learn from the two modalities of comic book images. We will focus on
the late fusion strategy because in this case the early fusion strategy does not
work well, which will be explained later. We will explain and prove by empirical
experimentation that the multimodal training using the character classification
does not work. Then we will propose a new way to learn the multimodal feature
extractor.
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3.2 Learning uni-modal feature extractor

In the single modality setting, we learn the feature representations separately
(Fig. 2). Given a training set of a modality, for example the visual modal V :
Cv = {Xv

1 , ..., X
v
n, y1, ..., yn}, where Xv

i is the visual information of i-th train-
ing example and yi is its true label (the character identity), we can learn the
single modality feature extractor by training a neural network with respect to
the classification task. The loss function can then be the cross entropy loss, an
ubiquitous loss in modern deep neural networks.

Lv(C(θ(Xv), y) = − 1

N

(
N∑
i=1

log p(y = yi|Xv
i )

)
(1)

where θv(Xv) is usually a deep network and C is a classifier, typically one
or more fully-connected (FC) layers with a parameter θvc .

The same way, we can train another feature extractor on the text modality
by optimizing the following cross entropy loss Lt(C(θ(Xt), y).

3.3 Learning multimodal feature extractor

A simple multimodal method is to jointly learn two modalities by training a
multimodal feature extractor, based on character classification task with the
late fusion technique. In neural network architecture, two modalities are pro-
cessed by two different deep networks θtX and θvX , and then their outputs are
fused and passed to a classifier C composed of FC layers with parameter θc. The
loss function of the deep network is the cross entropy loss:

Lmix(C(θtX ⊕ θvX , y)) = − 1

N

(
N∑
i=1

log p(y = yi|Xv
i , X

t
i )

)
(2)

where ⊕ denotes a fusion operator (e.g. max, concatenation, addition, etc.).
One can argue that this multimodal feature extractor must be better than

or equal to the best single-modal feature extractor because in the worst case the
model will learn to mute all the parameters in one modality (θtX or θvX) and then
becomes a single-modal model.

In our case, the multimodal approach is also worst than the single-modal
based on the visual information (see Section 4). This bad performance is due
to two problems. According to Wang et al. [28], the main problem is overfit-
ting. When training any multimodal model, the deep network has nearly twice
as many parameters as a single-modal model, and one may suspect that the
overfitting is caused by the increased number of parameters.

We understand that another important problem comes from the target clas-
sification task used to train the multimodal deep network. All mentioned ap-
proaches do not work if the signals in the two modalities are very different in
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term of the target classification task: one modality is dominant for the task while
another one is weak or complex. For comic character analysis tasks, the signal
in face image are very strong, we can identify the character name and the char-
acter emotion by looking at the image. The signal in the text is however more
complex. To decide if the two texts come from the same character (in the con-
text of a multiple-albums dataset), one needs to integrate a lot of knowledge to
reason, including for each album, the story, the relationship between characters,
names, places, events etc. So when we train the multimodal deep network with
the two modalities on the character classification task, the model parameter θtX
often stucks at a bad local maximum because of the weak and complex signal
in the text, which leads to the sub-optimum of the parameter θc. One can check
the signal of a modality by training a single-modal model on that modality to
see the performance. In our case, the performance of text-modal model on the
character classification task is bad (see Section 4).

To overcome this difficulty and benefit from the advantages of the text modal-
ity, we propose to learn the text features by a self-supervised learning method.
As mentioned before, we have to read all the manga albums to identify the char-
acter from a piece of text, so we are going to train the model to remember the
contents of all the albums in the training dataset. In this work, we propose to
use an already-available information to learn the strong signal in the text: the
album name. The text signal is strong to identify the albums as the text in each
book tells a different story. Training the model with the album classification
task is an effective way to learn relevant information from manga albums. It is
also helpful to differentiate the characters identity because the characters from
different comic stories are different. We know the album names of each image
from the comic book images dataset [6].

In the next section, we propose a multimodal multi-task learning (M-MTL)
architecture which can learn a good feature extractor for character related tasks
from the two modalities with two tasks: character classification and album clas-
sification.

3.4 Manga M-MTL modal for comic character analysis tasks

We propose a new multimodal architecture with three outputs, two for the main
task character classification and one for the auxiliary album classification task.
We use popular techniques to reduce overfitting such as Dropout [23], EarlyStop-
ping, and Transfer learning as suggested in [28].

The Manga M-MTL architecture is shown in Fig. 3. It consists in two dif-
ferent feature components: the image network for learning visual features and
the text network for learning the textual features. Three classifiers are added
into our architecture. Each classifier, composed of FC layers, is used to perform
the character classification task and the album classification task based on the
visual feature, the textual feature, and the combined (concatenated or averaged)
features. The character classification loss for the combined features is the main
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Fig. 3: Manga M-MTL architecture: multimodal learning with the auxiliary task.

loss of the model, while the two other losses are the auxiliary losses which can
help the former to learn better combined features.

Text network: The transfer learning is well studied in natural language pro-
cessing (NLP) domain. Strong pre-trained models such as BERT [5], GPT2 [20]
are successfully used to solve many sub-tasks. We use the popular architecture
Transformer and pre-trained weights BERT for the text network. Transformer is
a strong architecture which can learn the feature representations of text based
on its famous attention mechanism. The architecture we used is the BERT base
architecture which has 12 attention layers, 768-dim hidden units, 12 heads.

Image network: As for the text network, we adopt a common CNN architec-
ture in the vision domain for our image network. Resnet [8] is widely used in the
vision domain because of the capacity of avoiding the gradient vanishing and the
fast computation capacity. We use the 50 layers Resnet architecture.
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3.5 Implementation details

Training feature extractor models We use WordPiece tokenizer [5] to pro-
cess the text input before feeding them into the transformer network. All face
images are resized to (224x224). We use image augmentation during training,
including random crop (192x192) and rotate. The pre-trained weights using
Japanese Wikipedia (performed by the Inui Laboratory, Tohoku University) are
used for the BERT network. The ImageNet pre-trained Resnet weights are used
for the CNN network. Dropout is applied to the BERT output layer and the
Resnet output layer with a probability of 0.2. Early stopping is considered within
20 epochs. We train our models using SGD optimizer with a momentum of 0.9,
a learning rate of 0.0001 for 100 epochs. For the multimodal models, we use the
pre-trained weights of uni-modal models and the concatenation as the fusion
operator, which is the best choice according to our experiments.

Extracting features to use in manga character related tasks We extract
the second-last FC layer in the two classifiers: album classifier and the final
character classifier. Then we apply L2 regularization before concatenate these
two features for character clustering and character retrieval tasks. The character
clustering task is applied for each album as described by Yanagisawa et al. [30].
It is a measure of the intra-album character identification capacity of the learnt
features. The character retrieval task is applied for all character in the test
albums which gives a measure of the inter-album character identification capacity
of the learnt feature, as presented by Li et al. [11].

For realizing the character clustering, we need to reduce the dimensions of the
extracted multimodal features of manga characters to reduce the computation
cost in the clustering process. We follow the same setting and the parameters
configuration as described by Yanagisawa et al. [30] where the dimension reduc-
tion algorithm is UMAP [13] and the clustering algorithm is HDBSCAN [3].

To do the character retrieval, we rank the retrieval results by the cosine sim-
ilarity of the extracted multimodal features, same as described by Li et al. [11].

4 Results

4.1 Experiment protocol

Dataset: We use the large-scale Manga109 dataset which is the largest comic/manga
dataset with ground truth information for characters [1]. This dataset consists of
109 manga albums, 118,715 faces, 147,918 texts and 103,900 frames. Following
the work of Yanagisawa et al. [30], we make the training dataset of face images
and text of characters appearing in 83 manga each drawn by different authors
and remaining 26 albums are used for testing. The characters who appear less
than 10 times in each book are ignored. The total manga character in this train-
ing dataset is 76,653. It is then divided into two sets for training and validation.
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The 26 test albums consist of 26,653 face images with or without associated
texts (see Table 1). This multimodal character samples are used for testing the
two tasks: characters clustering and character retrieval. For character retrieval,
we use 2000 samples as queries and the 24,653 samples as retrieval dataset. For
character clustering, we use the same 11 test albums as in the reference work
[30] (a subset of the 26 test albums). We will open all the information for the
community1.

Table 1: Statistics of the training and test sets in our setting
#train album #test album #train face #test face #train character #test character

83 26 76,653 26,653 1,114 319

Metric for evaluation: We evaluate the clustering performance by the V-
measure, ARI, and AMI metrics [9,21,27]. These values all range from 0.0 to 1.0,
and the better clustering result, the higher the value is. For each metric, we av-
erage the values over 11 selected test albums as used in the work of Yanagisawa
et al.[30]. We evaluate the character retrieval performance by rank-1, rank-5 pre-
cision, and mean Average Precision (mAP) as in the work of Li et al.[11].

Different training models: We have trained 5 models with different con-
figuration as shown in Table 2. Basing on these trained models, in the next
sections, we will 1) compare the performance of multimodal models and uni-
modal models on two manga character tasks: character clustering and character
retrieval (including other feature extraction models of existing work [30,11]). 2)
show that the manually concatenation of different learnt features (multimodal
or uni-modal) is a simple yet effective method to improve the subsequent tasks
in character comic analysis.

Table 2: Our different manga character feature models.
Model name Image Text Training objectives (tasks)

M1 (Uni-modal Image) Manga character classification

M2 (Uni-modal Text) Manga character classification

M3 (Uni-modal Text) Manga album classification

M4 (Multimodal) Manga character classification

M5 (Multimodal Manga character classification
with auxiliary task) and album classification

4.2 Multimodal vs. Uni-modal models

Character clustering We compare six different learnt features, using our five
trained models and the uni-modal model reported in the work of Yanagisawa et

1 https://gitlab.univ-lr.fr/nnguye02/paper-icdar2021-mmtl

https://gitlab.univ-lr.fr/nnguye02/paper-icdar2021-mmtl


12 V. Nguyen et al.

al. [30], where the authors have used only image modality to train a feature ex-
tractor. In our experiments, we re-implement the method proposed in the work
[30] and train the model M1 in the same way as described.

In Table 3, the multimodal multitask model (M5) outperforms all other mod-
els with big improvements (3.8% of ARI, 4.61% of AMI and 3.84% of V-measure).
The M2 model using text alone performs poorly so it is not surprise that con-
catenating these noisy features to the features in the image domain will degrade
the performance of the system (M4) compared to the image-only model M1.
These results also show that our proposed auxiliary task is important, compared
to the base task: it helps M5 to improve by 12.9% of ARI, 11.01% of AMI and
10.08% of V-measure, compared to M4.

The text-modal models (M2, M3) are the worst models but we can see that
training text with album classification task (M3) can learn better features than
training it with character classification task (M2). Intuitively, we can find that it
is hard to distinguish manga characters inter-albums using only text. While text
is good at distinguishing albums, we understand that the specific text features of
each albums can be used to filter manga character inter-albums and intra-album.

Table 3: Character clustering results
Method ARI AMI V-measure

Method in [30] (Image only) 0.5063 0.6160 0.6381
Image only (M1) 0.5104 0.5998 0.6225
Text only (M2) 0.0202 0.0478 0.0639
Text only (M3) 0.0678 0.2288 0.2919

Multimodal features (M4) 0.4071 0.5114 0.5383
Multimodal features (M5) 0.5443 0.6621 0.6765

Character retrieval We compare the results of different feature learning mod-
els for the character retrieval task. Li et al. [11] have applied their learnt features
to the character retrieval task but they have not provided their list of 80 training
albums yet. Therefore, we use the same five models presented previously (from
M1 to M5). These models are trained using the list of 83 albums from the ref-
erence work [30] and the setting presented in Section 4.1. Although it is not the
same as the training set of Li et al. [11] but as mentioned in the work of Yanag-
isawa et al. [30], these 83 albums come from 83 authors who are different from
testing albums so it is safe to add the result of Li et al. [11] into our comparison
table for reference.

In Table 4, we can see that the multimodal multitask model outperforms
other uni-modal and multimodal models, thanks to the text modality. The mul-
timodal learning without the auxiliary task is worse than the best uni-modal
model (M1). This result confirms again that the base task character classifica-
tion is not suitable to learn the verbal feature and our proposed auxiliary task
can greatly improve the performance of the multimodal feature. Compare to the
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Table 4: Character retrieval results. (*) Results in [11] is tested in unknown
subset of Manga109 and a different setting compared to our experiments.

Method rank-1(%) rank-5(%) mAP(%)

[11] (*) 70.55 84.30 38.88
Image only (M1) 71.70 87.65 39.15
Text only (M2) 0.30 2.05 0.79
Text only (M3) 68.85 83.25 24.62

Multimodal features (M4) 63.40 82.10 28.13
Multimodal features (M5) 85.78 94.65 43.17

best uni-modal model M1, our multimodal model M5 gives big improvements
(15.23% of rank@1, 10.35% of rank@5 and 4.29% of mAP).

The signal in verbal information is weak to train a character classifier but
strong to train an album classifier. It is confirmed by the performance of text-
modal models M2 where we learnt almost zero knowledge from text using the
character classification task (0.79% mAP). We understand that the verbal infor-
mation is possibly good to distinguish character intra-album but it is weak to
distinguish manga character inter-albums because the number of characters in
an album is small while it is big in a comic/manga dataset. Using the auxiliary
album classification task forces the model to remember the contents of manga
albums so it can learn to distinguish the albums which can be used to distinguish
characters inter-albums. It is to worth noting that, in the multitask multimodal
model, the text modal is used to optimize the features by training both album
and character classification tasks so it can learn to distinguish both characters
and albums.

4.3 Boosting with simple learnt features combination

A part from the features learnt from end-to-end trainings, one can think about
manually combine any different learnt features then apply to the related tasks.
We have experimented different combinations of the learnt features to further
analyse the importance and the relation of learnt features. We use the concate-
nation operator as the baseline combination method for different feature vectors.
The setting for this evaluation keeps intact as in the previous evaluations.

We can see in Table 5 the results for character clustering task and character
retrieval tasks follow the same pattern. The best complementary pair of learnt
features is M3 and M5 for both tasks. For example, this combination gives im-
provements in all three metrics for character retrieval task, compared to the
best single learnt feature (M5) : 4.27% of rank-1, 2.2% of rank-5, and 5.16% of
mAP. The combination of any two uni-modal features is worse than the best
multimodal feature of M5. It is easy to see that M2 feature is very weak so it
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Table 5: Character retrieval and character clustering results: concatenations of
different learnt features.

Character clustering Character retrieval

Combination ARI AMI V-measure rank-1(%) rank-5(%) mAP(%)

Best single (M5) 0.5443 0.6621 0.6765 85.78 94.65 43.17
M1 + M2 0.4277 0.5278 0.5543 71.00 87.25 26.55
M1 + M3 0.5439 0.6540 0.6742 83.95 94.25 40.51
M1 + M4 0.5239 0.6158 0.6394 76.25 89.90 38.75
M1 + M5 0.5074 0.6188 0.6369 77.90 91.00 40.30
M3 + M4 0.4817 0.5868 0.6098 83.40 94.45 41.83
M3 + M5 0.5853 0.6791 0.6965 90.05 96.85 49.33

M1+ M3 + M5 0.4999 0.6197 0.6419 85.90 95.20 44.05

will pull down the performance of other features. Uni-modal text feature M3
gives improvements for any other learnt features, even the learnt multimodal
feature ones (see M1+M3, M3+M4 or M3+M5). Our multimodal multitask fea-
ture (M5) is the best compared to single models but it also gives the best result
while combining with the uni-modal text feature (M3). Combining more features
does not help, as illustrated in the last row: the combination of 3 best features
M1, M3 and M5 is worse than the combination of M3 and M5.

5 Conclusion

We have proposed a pipeline to leverage the implicit verbal information in the
manga images. Our analysis shows that the multimodal manga character feature
is better than the best uni-modal feature (visual feature). The results show
that the self-supervised learning strategy with the album classification task is
important. Without learning to memorize the content of the manga albums,
the multimodal model gives lower performance than the best uni-modal feature
which is trained using image model only.

One effective method to leverage both visual and verbal information is the
simple manual combination of features from multiple single models. We have
shown that this technique gives some improvements of the performance in charac-
ter clustering/retrieval tasks. Therefore, the multimodal learning in this domain
still need further studies. And more character related tasks need to be anal-
ysed in order to get more insights of multimodal features in this comic/manga
domain, such as the emotion recognition tasks.
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