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Abstract. The grade of clear cell renal cell carcinoma (ccRCC) is a
critical prognostic factor, making ccRCC nuclei grading a crucial task in
RCC pathology analysis. Computer-aided nuclei grading aims to improve
pathologists’ work efficiency while reducing their misdiagnosis rate by au-
tomatically identifying the grades of tumor nuclei within histopathologi-
cal images. Such a task requires precisely segment and accurately classify
the nuclei. However, most of the existing nuclei segmentation and clas-
sification methods can not handle the inter-class similarity property of
nuclei grading, thus can not be directly applied to the ccRCC grading
task. In this paper, we propose a Composite High-Resolution Network for
ccRCC nuclei grading. Specifically, we propose a segmentation network
called W-Net that can separate the clustered nuclei. Then, we recast the
fine-grained classification of nuclei to two cross-category classification
tasks, based on two high-resolution feature extractors (HRFEs) which
are proposed for learning these two tasks. The two HRFEs share the
same backbone encoder with W-Net by a composite connection so that
meaningful features for the segmentation task can be inherited for the
classification task. Last, a head-fusion block is applied to generate the
predicted label of each nucleus. Furthermore, we introduce a dataset
for ccRCC nuclei grading, containing 1000 image patches with 70945
annotated nuclei. We demonstrate that our proposed method achieves
state-of-the-art performance compared to existing methods on this large
ccRCC grading dataset.
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Fig. 1. Overview of the proposed nuclei grading method. G1, G2, and G3 denote tumor
nuclei with grade 1 to 3 (green, yellow and red), Endo is the endothelial nuclei (blue).

1 Introduction

Clear cell renal cell carcinoma (ccRCC) is the most common subtype of renal
cell carcinoma (RCC), making up about 80% of all cases. Grading of ccRCC has
been recognized as a critical prognostic factor, where the overall five-year cancer-
specific survival rate varies from 20% to 90% with different grades [1]. Recently,
a novel grading guideline only bases upon nucleoli prominence for grades 1–3
is recommended and validated for both ccRCC and papillary (p) RCC by the
ISUP and the WHO, namely ISUP/WHO grading [2]. Practically, it is unfeasi-
ble for pathologists to recognize every single nucleus considering the large size
of a tumor slide. Instead, pathologists usually select a few regions for diagnosis,
which is rough and may missing some critical diagnostic information. Moreover,
pathologists cannot avoid subjectivity and randomness, which may result in in-
consistent diagnoses. To tackle these limitations, this paper focuses on developing
an accurate computer-aided diagnosis (CAD) system for automatically identify
the grade of each nucleus in ccRCC.

Accurate nuclei grading of ccRCC relies on the precise segmentation and the
fine-grained classification of each nucleus. For precise segmentation, one popu-
lar paradigm is to model the segmentation task as a distance regression task via
various methods [3,4,5], which has shown superior performance in nuclei segmen-
tation. However, directly learn the distance map from the original image is very
challenging, which requires a model to focus on both the foreground-background
dissimilarity and the spatial information (shape and distance) of each foreground
object. As for the nucleus classification, most advanced frameworks generally add
a nuclei classification branch to a segmentation network [5,6]. Unlike the coarse-
grained classification (e.g., tumor vs. other types), the fine-grained ccRCC nuclei
classification is more challenging because of the inter-class similarity property.
Moreover, few existing datasets contain fine-grained labels for the nuclei grading
task.
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Fig. 2. Architecture details of CHR-Net. The High-Resolution Feature Extractor of
Task 1 is hidden for brief display and has the same structure with Task 2.

To tackle all the aforementioned limitations, we propose a novel method
named Composite High-Resolution Network (CHR-Net) for the ccRCC nuclei
grading task, as well as introduce a new dataset that contains segmentation
annotation and fine-grained labels of ccRCC nuclei. The proposed CHR-Net
consists of a backbone encoder to extract features from the input image, a dis-
tance regression-based instance segmentation branch to segment each nucleus
precisely, and a fine-grained classification branch for predicting the grade of
each nucleus. The overall framework of the proposed method is shown in Fig. 1.

Specifically, to make the learning process of distance regression-based in-
stance segmentation task easy and stable, we propose a two-stage network com-
poses of two U-Net-like networks, namely W-Net. The first network is used to
predict the binary maps (i.e., background vs. foreground) that contain the shape
information of nuclei. The second is a lightweight U-net, which takes the binary
maps as inputs and predicts the distance maps.

In the classification branch, considering the inter-class similarity property
of ccRCC nuclei grading, we divide the fine-grained classification task into two
sub-tasks based on the ISUP/WHO grading guideline first and then generate the
final predictions by a simple fusion block. Another key point for the fine-grained
classification is how to maintain fine-grained features in the representation. To
this end, we propose a high-resolution feature extractor (HRFE) based on HRNet
[7] to maintains high-resolution representations throughout the whole branch of
classification and a composite connection [8] to inherit meaningful features from
the backbone encoder of the W-Net.

As a part of this work, we introduce a new dataset for ccRCC nuclei grad-
ing, which contains 70945 exhaustively annotated nuclei within four nuclei types
(grade 1-3, endothelial). Extensive experiments conducted on this dataset demon-
strate the state-of-the-art performance of CHR-Net.
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2 Method

In this section we expatiate the proposed CHR-Net, and the architecture details
are shown in Fig. 2. The backbone encoder of W-Net is a ResNet-34 [9] with
global context attention [10]. The res-block used in HRFE is the same as the
backbone encoder, which contains two 3× 3 convolution layers and one shortcut
layer. The simple-block has two 3 × 3 convolution layers, and the decoder-block
contains one upsample, one shortcut, and two 3 × 3 convolution layers.

2.1 Instance Segmentation with W-Net

For instance segmentation, the distance regression schema has been proven to
be effective. DIST [3] predicts the distance between nuclei pixels and their near-
est background pixel. Center Vector Encoding [4] and HoVer-Net [5] further
considered the horizontal and vertical distances. These works directly learn the
mapping between the original image and the distance map through an end-to-end
neural network, which is hard to capture all valuable features simultaneously.

Instead, we utilize a two-stage learning framework W-Net to solve this com-
plex task by dividing it into two sub-tasks. This insight is similar to curriculum
learning [11] which has been proven to be effective in histopathology image [12].
In the first stage, a U-Net with ResNet-34 backbone encoder is utilized to mine
the dissimilarity between the nuclei and the background while generating the
binary maps. In the second stage, we apply a lightweight U-net (LU-Net) to
extract the shape and distance-related features from the generated binary maps,
meanwhile, convert the binary maps into the distance maps.

As shown in Fig. 3(b), the shape of nuclei are mostly round or oval, but the
touching nuclei have an extremely different pattern. We can see from Fig. 3(d)
that by leveraging the strict mapping between the nuclei binary map and their
distance map, the LU-Net bias the W-Net to separate the touching nuclei, even
for the mislabeled one. Since the value of the distance map is continuous, L1 loss
Ldist is adopted for the regression task in the second stage. And for the binary
classification in the first stage, the binary cross-entropy loss Lbc is used.

To construct the distance map of each image, we adopt the same way as
DIST [3]. For the pixels of a nucleus, the corresponding values are defined by the
distance between each pixel and the closest background pixel. Then we normalize
the values of each nucleus to [0, 1].

2.2 Composite High-Resolution Feature Extractor

For nuclei classification, researchers follow the segmentation or detection then
classification schema [13,14] at the beginning. Recently, some researches raise
that solve both tasks (i.e. segmentation and classification) in a unified frame-
work can improve the performance of both tasks. Besides, some public dataset
are collected for nuclei classification, such as CoNSeP [5], PanNuke [15] and
MoNuSAC [16]. Despite some works that pay attention to nuclei classification,
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(a) (b) (c) (d)

Fig. 3. Examples of touching nuclei. (a) Original image sub-patch. (b) Ground-truth
binary map. (c) Ground-truth distance map. (d) Predicted distance map. Red rectan-
gles indicate touching nuclei. The green rectangle represent a mislabeled nucleus which
should be marked as two nuclei.

most of them are coarse-grained and rarely focus on the fine-grained nuclei clas-
sification that grading the tumor nuclei by their appearance.

Furthermore, a major property of nuclei grading is the inter-class similarity
that also brings a challenge in nuclei classification, and it appears when observ-
ing the tumor nuclei at different magnifications. Specifically, the ISUP grading
system for ccRCC is based on the visibility of the nucleoli. According to the
grading principle, a tumor nuclei belongs to grade 1 if its nucleoli are invisible or
small at 400x magnification, it belongs to grade 2 if it has conspicuous nucleoli
at 400x magnification but inconspicuous at 100x, and belongs to grade 3 if its
nucleoli are visible at 100x magnification. However, the grade 2 tumor nuclei is
almost same as grade 1 at 100x magnification, as grade 3 at 400x magnifica-
tion, thus leads inaccurate classification. Therefore, ignoring this property may
increase the uncertainty of the model, thereby reducing the model performance.

To address this issue, we design two cross-category classification tasks with
different auxiliary inputs, and then aggregate the probability maps of these two
tasks by a 1 × 1 convolution layer to generate the final classification output.
The first task merges grade 1 and grade 2 into one category, and the second
one merges grade 2 and grade 3. Meanwhile, the feature maps of 100x and
400x magnification images are taken as two auxiliary inputs, respectively. The
original images are cropped from the 400x magnification WSIs, then we resize
these images to 1/16 of the original size to obtain the 100x magnification images.

Another important point for fine-grained nuclei classification is to extract
the semantically strong and spatially precise high-resolution representations.
The U-net-like networks, which encode the input image with the high-to-low
resolution convolutions and then recover the high-resolution representation from
the low-resolution feature maps, have been successfully applied to nuclei seg-
mentation. However, due to the loss of spatial details, the low-resolution feature
maps are insufficient for the nuclei classification, especially for small nuclei, even
though applying the skip-connection in the networks. Thereby, we propose the
HRFE, which consists of a parallel high-to-low resolution convolutions network
with three multi-resolution streams for extracting high-resolution features. The
structure of HRFE is illustrated in Fig. 2. Different from HRNet [7] that has
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only one input, the original inputs of two HRFEs are 1) feature maps from the
backbone encoder, and 2) the auxiliary feature maps from multi-scale images for
different tasks. Furthermore, we adopt an accelerated version of the composite
connection [8] that consists of an upsample and a 1 × 1 convolution layer with
batch normalization to combine two HRFEs with the backbone encoder for the
feature sharing of the multi-tasks.

The loss function of the classification part is composed of three terms, the
categorical cross-entropy losses of the first task Lmc1, the second task Lmc2 and
the final classification output Lmcf . Finally, the overall loss function of CHR-Net
is defined as:

L = λbcLbc + λdistLdist︸ ︷︷ ︸
segmentation part

+ λmc1Lmc1 + λmc2Lmc2 + λmcfLmcf︸ ︷︷ ︸
classification part

, (1)

where λbc, ..., λmcf are parameters of each associated loss for weight control.
Empirically, we set λdist = 2 and the others to 1.

2.3 Post Processing

With the prediction of the binary and distance map, we perform a marker-
controlled watershed to generate the instance segmentation map of each test
image. Particularly, the same strategy of [3] is used to find all local maximums
of the distance map, and then we take these local maximums as the marker to
determine how to split the binary map.

To precisely identify the type of each nucleus, it is necessary to aggregate
pixel-level type predictions to generate the type prediction of each nucleus in-
stance. With the processed instance segmentation map, we use majority voting
to obtain the most frequently appeared class of each nucleus instance in the
nuclei classification map.

3 Experiments and Results

3.1 Dataset

A dataset for nuclei grading of ccRCC is proposed. To balance the data distribu-
tion of this dataset, we also include a part of papillary (p) RCC image patches,
which follow the same nuclei grading system and have more high-grade nuclei.
The entire dataset consists of 1000 H&E stained image patches with a resolution
of 512×512. Two experienced pathologists are invited to select regions of interest
(tumor regions) from 150 ccRCC, 50 pRCC WSIs derived from the KIRC, KIRP
project of The Cancer Genome Atlas (TCGA) and scanned at 40x objective mag-
nification. Within the tumor region of ccRCC and pRCC, there are mainly two
types of nuclei, endothelial nuclei and tumor nuclei with grade 1 to 3. For each
image patch, every nucleus is annotated by three well-trained annotators with
OpenHI platform [17]. After annotation, majority voting is adapted to assign
the type of each nucleus, and then these results are reviewed by pathologists.
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Table 1. Nuclei classification comparison between our method and the state-of-the-art
models on ccRCC Grading dataset.

Methods Dice AJI PQ aPQ PQ1 PQ2 PQ3 PQe

U-Net 0.8615 0.7344 0.6827 0.4776 0.6001 0.3659 0.5588 0.3857
Mask-RCNN 0.8657 0.7394 0.7126 0.4749 0.6297 0.3338 0.5423 0.3939

Micro-Net 0.8712 0.7375 0.7029 0.5107 0.6432 0.3780 0.6052 0.4163
HoVer-Net 0.8760 0.7440 0.7359 0.5068 0.6319 0.3761 0.5821 0.4370
CHR-Net 0.8790 0.7519 0.7497 0.5458 0.6819 0.4027 0.6271 0.4713

This dataset contains 70945 annotated nuclei that consist of 16652 endothelial
nuclei and 54293 tumor nuclei (45108, 6406, 2779 for grades 1 to 3, respectively),
totally in four classes.

3.2 Evaluation Metrics

The evaluation of the nuclei grading method needs to be executed in instance
segmentation and classification, respectively. For instance segmentation, three
metrics are applied: the dice coefficient that is a pixel-level metric, the Aggre-
gated Jaccard Index (AJI) that is an object-level metric, and the panoptic quality
(PQ) metric that is proposed in [18]. The PQ consists of two parts, detection
quality, and segmentation quality. It has been proven to be an accurate and
interpretable metric for nuclei segmentation [5,15].

For classification, following the same idea of MoNuSAC [16], the PQ of each
class (i.e., PQ1, PQ2, PQ3, PQe) and the average PQ (aPQ) are adopted. The
aPQ is the average of each PQ per class.

3.3 Results

We randomly divide the ccRCC grading dataset into training (70%), valida-
tion (10%), and testing (20%) set, for training and evaluation. We implement
our method with the open-source library TensorFlow on a work-station with
two NVIDIA 2080Ti GPUs. For training, data augmentations including flip, ro-
tation, blur are applied to all the models. The dataset and the source code
are available at: https://dataset.chenli.group/home/ccrcc-grading and
https://github.com/ZeyuGaoAi/Composite_High_Resolution_Network.

Comparisons with State-of-the-art Methods We compare the proposed
CHR-Net with U-Net, Mask-RCNN [19], Micro-Net [20] and HoVer-Net. For
U-Net and Micro-Net that are originally proposed for segmentation, we use an
output dimension of 5 rather than 2. To balance the size of model parameters,
the ResNet-34 backbone is used for CHR-Net, and the backbone encoders of
U-Net, Mask-RCNN, and HoVer-Net are ResNet-50. We initialize the backbone
encoders with pre-trained weights on the ImageNet and freeze their parameters
for training 50 epochs, then fine-tune all the models for another 50 epochs. The

https://dataset.chenli.group/home/ccrcc-grading
https://github.com/ZeyuGaoAi/Composite_High_Resolution_Network
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Table 2. Ablation study of different branches on ccRCC Grading dataset.

Branches Dice AJI PQ aPQ PQ1 PQ2 PQ3 PQe

SHR 0.8692 0.7233 0.6980 0.5064 0.6376 0.3827 0.5711 0.4342
MHR 0.8694 0.7244 0.7010 0.5156 0.6324 0.4029 0.5980 0.4291

MHR+UDist 0.8758 0.7280 0.7227 0.5235 0.6601 0.3950 0.5930 0.4460
MHR+WDist 0.8790 0.7519 0.7497 0.5458 0.6819 0.4027 0.6271 0.4713

adam optimizer with a 10−4 learning rate (10−5 after 25 epochs) is used for the
training and fine-tuning.

The comparison results of each method are shown in Table 1. It can be seen
that CHR-Net achieves the best performance on both segmentation and classi-
fication metrics. For nuclei segmentation, both U-Net and Micro-Net show the
worse performance because they do not adopt any learning schema for the in-
stance segmentation. HoVer-Net has the closest performance to CHR-Net (0.7359
vs. 0.7497 on PQ), but the distance map learned from the original image is sen-
sitive to noise, thus leads to an over-segmentation problem in HoVer-Net. For
nuclei classification and grading, CHR-Net significantly outperforms any other
methods, i.e., U-Net by 6.82%, Mask-RCNN by 7.09%, Micro-Net by 3.51%, and
HoVer-Net by 3.9% on aPQ. Note that, Micro-Net achieves the second-best per-
formance among all the methods. We suppose that the multi-resolution inputs
of Micro-Net are beneficial to the ccRCC grading task as same as the auxil-
iary inputs from our method. The qualitative comparisons are provided in the
supplementary file.

Ablation Study We conduct four ablation experiments by using CHR-Net
with different branches. SHR indicates the model that only has one HRFE for
the four-class nuclei classification without using the segmentation branch. MHR
represents the model that has two HRFEs for tasks 1 and 2. UDist and WDist
denote two types of segmentation branches which are 1) branch that learns the
distance maps from original images with U-Net and 2) branch that predicts
the binary maps with W-Net, respectively. From Table. 2, we can observe that
MHR achieves higher PQ values than SHR on grades 2 and 3, which demon-
strates the usefulness of learning the proposed two cross-category classification
tasks. Due to the additional branches of instance segmentation, MHR+UDist
and MHR+WDist have better segmentation performance than MHR. Com-
pare with MHR+UDist, MHR+WDist utilizes the two-stage learning strategy
to achieve a higher Dice, AJI, and PQ. Meanwhile, affected by the segmentation
performance, the PQ values of grade 1, 3, and endothelial from MHR+WDist
are also significantly increased, and the average PQ is 3.94% higher than the
base model SHR. It is worth mentioning that without using the segmentation
branch, the PQ1 and PQe of SHR are much higher than U-Net (3.75% and
4.85%), which illustrates the effectiveness of the proposed HRFE.
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4 Conclusion

In this paper, we proposed a novel nuclei segmentation and classification method,
especially for nuclei grading. A corresponding dataset of ccRCC nuclei grading
was introduced and evaluated. Integrating with cancer region detection [21], the
whole automatic nuclei grading system can reduce the burden of pathologists and
further provide quantitative data (see in supplementary file) for cancer research.
We hope that the downstream tasks of nuclei segmentation and classification
can draw more attention and our work can inspire other researchers with similar
challenges.
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3. Naylor, P., Laé, M., Reyal, F., Walter, T.: Segmentation of nuclei in histopathology
images by deep regression of the distance map. IEEE Transactions on Medical
Imaging 38(2), 448–459 (2019). https://doi.org/10.1109/TMI.2018.2865709

4. Li, J., Hu, Z., Yang, S.: Accurate nuclear segmentation with center vector encoding.
In: International Conference on Information Processing in Medical Imaging. pp.
394–404. Springer (2019)

5. Graham, S., Vu, Q.D., Raza, S.E.A., Azam, A., Tsang, Y.W., Kwak, J.T.,
Rajpoot, N.: Hover-net: Simultaneous segmentation and classification of nuclei
in multi-tissue histology images. Medical Image Analysis 58, 101563 (2019).
https://doi.org/10.1016/j.media.2019.101563

6. Qu, H., Riedlinger, G., Wu, P., Huang, Q., Yi, J., De, S., Metaxas, D.: Joint
segmentation and fine-grained classification of nuclei in histopathology images. In:
2019 IEEE 16th International Symposium on Biomedical Imaging (ISBI 2019). pp.
900–904 (2019). https://doi.org/10.1109/ISBI.2019.8759457

https://doi.org/10.1111/his.13735
https://doi.org/10.1109/TMI.2018.2865709
https://doi.org/10.1016/j.media.2019.101563
https://doi.org/10.1109/ISBI.2019.8759457


10 Z. Gao et al.

7. Wang, J., Sun, K., Cheng, T., Jiang, B., Deng, C., Zhao, Y., Liu, D., Mu, Y.,
Tan, M., Wang, X., Liu, W., Xiao, B.: Deep high-resolution representation learn-
ing for visual recognition. IEEE Transactions on Pattern Analysis and Machine
Intelligence pp. 1–1 (2020). https://doi.org/10.1109/TPAMI.2020.2983686

8. Liu, Y., Wang, Y., Wang, S., Liang, T., Zhao, Q., Tang, Z., Ling, H.: Cbnet:
A novel composite backbone network architecture for object detection. Proceed-
ings of the AAAI Conference on Artificial Intelligence 34, 11653–11660 (04 2020).
https://doi.org/10.1609/aaai.v34i07.6834

9. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: The IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
(June 2016)

10. Cao, Y., Xu, J., Lin, S., Wei, F., Hu, H.: Gcnet: Non-local networks meet squeeze-
excitation networks and beyond. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision (ICCV) Workshops (Oct 2019)

11. Bengio, Y., Louradour, J., Collobert, R., Weston, J.: Curriculum learning. p. 41–48.
ICML ’09, Association for Computing Machinery, New York, NY, USA (2009).
https://doi.org/10.1145/1553374.1553380

12. Kang, Q., Lao, Q., Fevens, T.: Nuclei segmentation in histopathological images
using two-stage learning. In: Shen, D., Liu, T., Peters, T.M., Staib, L.H., Essert,
C., Zhou, S., Yap, P.T., Khan, A. (eds.) Medical Image Computing and Com-
puter Assisted Intervention – MICCAI 2019. pp. 703–711. Springer International
Publishing, Cham (2019)

13. Automatic cell nuclei segmentation and classification of breast can-
cer histopathology images. Signal Processing 122, 1 – 13 (2016).
https://doi.org/10.1016/j.sigpro.2015.11.011

14. Sirinukunwattana, K., Raza, S.E.A., Tsang, Y., Snead, D.R.J., Cree, I.A., Rajpoot,
N.M.: Locality sensitive deep learning for detection and classification of nuclei in
routine colon cancer histology images. IEEE Transactions on Medical Imaging
35(5), 1196–1206 (2016). https://doi.org/10.1109/TMI.2016.2525803

15. Gamper, J., Koohbanani, N.A., Graham, S., Jahanifar, M., Khurram, S.A., Azam,
A., Hewitt, K., Rajpoot, N.: Pannuke dataset extension, insights and baselines.
arXiv preprint arXiv:2003.10778 (2020)

16. Verma, R., Kumar, N., Patil, A., Kurian, N., Rane, S., Sethi, A.: Multi-
organ nuclei segmentation and classification challenge 2020 (02 2020).
https://doi.org/10.13140/RG.2.2.12290.02244/1

17. Puttapirat, P., Zhang, H., Lian, Y., Wang, C., Zhang, X., Yao, L., Li, C.: Openhi -
an open source framework for annotating histopathological image. In: 2018 IEEE
International Conference on Bioinformatics and Biomedicine (BIBM). pp. 1076–
1082 (2018). https://doi.org/10.1109/BIBM.2018.8621393

18. Kirillov, A., He, K., Girshick, R., Rother, C., Dollár, P.: Panoptic segmentation.
In: 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR). pp. 9396–9405 (2019). https://doi.org/10.1109/CVPR.2019.00963

19. He, K., Gkioxari, G., Dollar, P., Girshick, R.: Mask r-cnn. In: Proceedings of the
IEEE International Conference on Computer Vision (ICCV) (Oct 2017)

20. Raza, S.E.A., Cheung, L., Shaban, M., Graham, S., Epstein, D., Pelengaris, S.,
Khan, M., Rajpoot, N.M.: Micro-net: A unified model for segmentation of vari-
ous objects in microscopy images. Medical Image Analysis 52, 160 – 173 (2019).
https://doi.org/10.1016/j.media.2018.12.003

21. Gao, Z., Puttapirat, P., Shi, J., Li, C.: Renal cell carcinoma detection and subtyp-
ing with minimal point-based annotation in whole-slide images. In: International

https://doi.org/10.1109/TPAMI.2020.2983686
https://doi.org/10.1609/aaai.v34i07.6834
https://doi.org/10.1145/1553374.1553380
https://doi.org/10.1016/j.sigpro.2015.11.011
https://doi.org/10.1109/TMI.2016.2525803
https://doi.org/10.13140/RG.2.2.12290.02244/1
https://doi.org/10.1109/BIBM.2018.8621393
https://doi.org/10.1109/CVPR.2019.00963
https://doi.org/10.1016/j.media.2018.12.003


Nuclei Grading of ccRCC in Histopathological Image by CHR-Net 11

Conference on Medical Image Computing and Computer-Assisted Intervention. pp.
439–448. Springer (2020). https://doi.org/10.1007/978-3-030-59722-1 42

https://doi.org/10.1007/978-3-030-59722-1_42

	Nuclei Grading of Clear Cell Renal Cell Carcinoma in Histopathological Image by Composite High-Resolution Network

