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Abstract. As a research field of stream ciphers, the pursuit of a bal-
ance of security and practicality is the focus. The conditions for security
usually have to satisfy at least high period and high linear complexity.
Because the feedforward clock-controlled structure can provide quite a
high period and utility, many sequence ciphers are constructed based
on this structure. However, the past study of its linear complexity only
works when the controlled sequence is an m-sequence. Using the theory
of matrix over the ring and block matrix in this paper, we construct a
more helpful method. It can estimate the lower bound of the linear com-
plexity of the feedforward clock-controlled sequence. Even the controlled
sequence has great linear complexity.

Keywords: stream cipher · clock-controlled · linear complexity · block
matrix.

1 Introduction

A clock-controlled structure is a structure that uses one sequence generator as
a clock to control another sequence generator (or control itself) to generate a
new sequence. The sequences generated by this structure have a large linear
complexity and are widely used in stream cipher design.

The first proposal of the clock-controlled structure dates back to 1980 when
Jennings[12] and Kjeldsen[14] proposed a similar structure, respectively. In 1984,
T. Beth and F. C. Piper[1] first introduced the concept of ”clock-controlled.”

The subsequent studies[11] divided the clock-controlled structure into two
categories, i.e., feedforward and feedback clock-controlled. The basic feedforward
clock-controlled structure refers to using a regular sequence generator to con-
trol the clock of another sequence generator. For the feedback clock-controlled
structure, it uses the output of the pseudo-random sequence generator to clock-
control itself. In practice, the feedback structure makes it challenging to analyze
the security from the theory, so most of the clock-controlled sequences are of
feedforward structure.

The feedforward clock-controlled structure has a mathematically more appar-
ent structure and better theoretical analysis results for its periodic and statistical
properties[13]. However, the study of linear complexity is not as clear.
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The upper bound on the linear complexity is nq[20], where the order n is the
linear complexity of the controlled sequence, and q is the period of the control
sequence. However, the conditions for the linear complexity to reach the upper
bound are pretty demanding.

By analyzing irreducible polynomials over a finite field, assuming that the
controlled sequence is an m-sequence, Li finds a sufficient condition for the linear
complexity to reach an upper bound[20]. In contrast, Golic J.D analyzes it from
a probabilistic point of view in 1988[10]. The probability of the linear complexity
reaching the upper bound tends to 1 as n grows. When the controlled sequence
is an m-sequence of order n, the step sum M is less than 2n.

The above studies were published around 1990. However, in the last years
of the 20th century, stream cryptanalysis tools such as linear analysis [16][5],
correlation analysis [9][17], and algebraic attacks [6] were widely researched and
developed. The discovery of these analysis tools has made the traditional se-
quence cryptosystem based on LFSR design less secure. People gradually aban-
doned the design approach using LFSRs as linear drivers and shifted to nonlin-
ear design schemes. In this way, the above-mentioned linear complexity study of
clock-controlled sequences based on m-sequences was rendered useless.

Furthermore, when the controlled sequence is nonlinear, its minimal polyno-
mials are often reducible and irregular. Even the linear complexity is unknown.
Therefore, in practical analysis, people tend to use less rigorous experimental
analysis methods. That is, analyze the actual linear complexity in the degen-
erate case with shortened register. Then the nondegenerate case is reasonably
guessed by the relationship between register length and linear complexity. Such
as the LILI-128 algorithm [7].

In this paper, we make a new method to estimate the lower bound of linear
complexity of a feedforward clock-controlled sequence. This new method can
estimate better when the clock-controlled sequence is under a nonlinear driver.
Unlike the current result, this paper does not analyze the polynomial reducibil-
ity. However, it estimates the lower bound of the matrix rank of the sequence-
generating circulant matrix after a proper transformation. Our approach method
gives a better bound on the linear complexity of the feedforward clock-controlled
sequence. Unlike the current results in the papers [20][10][19], this method does
not require the controlled sequence to be an m-sequence. It is, therefore, suitable
for feedforward clock-controlled sequences in a general sense.

The article is structured as follows. Section 2 will give the basic concepts in
the study and some mathematical tools for the study of block matrices. With the
help of these tools, we give in Section 3 an estimation method for the lower bound
of the linear complexity of the feedforward clock-controlled sequence. Section 4
proposes its improved algorithm LIFI-128 based on the LILI-128 algorithm and
estimates its linear complexity very well. A summary of the whole paper is given
in Section 5.
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2 Pre-requisite knowledge

2.1 feedforward clock-controlled sequence

The paper [11] is a good review of clock-controlled shift registers, after which
the definition of a basic feedforward clock-controlled sequence generator can be
given as follows.

Definition 1 (Basic clock-controlled sequence generator).

Input: a Control Sequence Generator A with period T1; a Controlled Sequence Gen-
erator B with period T2; a step map fL : outputA → ZT2 . where outputA
represents the set of possible states of the output of generator A at any mo-
ment.

Key: the initial states of the two sequence generators A and B.
Process: Denote the initial state moment as t = 0. For t = 1, 2, · · · , complete the

following actions step by step.
– 1 Run sequence generator A for one time, after which the current output
state of sequence generator A is recorded as at, and fL (at) is calculated.
– 2 Run the sequence generator B for a total of fL (at) times, after which
the state bσt of the output of B is set to the output state ct = bσt of the
clock-controlled sequence generator at moment t. where bi is the output state
of generator B after continuous running i times since the initial state, σt =∑t
i=1 (fL (ai)) .

Output: clock-controlled sequence {ct}∞t=1.

In the above definition, we call the sequence generated by A under the action
of fL a Control Sequence and the sequence generated by B under the control of
a regular clock a Controlled Sequence.

This definition can also be reduced to a binary pseudo-random sampling
sequence as follows.

Definition 2 (Binary pseudo-random sampling sequence).

Input: given a binary periodic sequence {bt} = (b0, b1, · · · , ), where bi ∈ F2; given
a pseudo-random sampling subscript sequence {σt} = (σ1, σ2, · · · ), where
σi ∈ N .

Output: a new set of binary sequences {ct} = (bσ1
, bσ2

, · · · ). Call it a pseudo-random
sampling sequence.

For the period of the clock-controlled sequence, the following result is ob-
tained.

Theorem 1. [2] Denote S =
∑T1

i=1 (fL (ai)), i.e., S = σT1
. When gcd (S, T2) =

1, i.e., when the integer S is coprime with the period T2. The minimum positive
period of the clock-controlled sequence {ct}∞t=1 is T3 = T1T2, which reaches a
maximum period.

For clock-controlled sequence algorithms, the maximum period is always pre-
ferred in practical applications. Therefore, all the sequence models for clock con-
trol that appear below in this paper are chosen to reach the maximum period.
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2.2 Linear complexity and circulant matrix

In recent years, the LFSR structure is no longer directly used to construct stream
cipher regimes. However, the linear complexity also measures the resistance of
a sequence to many linear-based attacks. Therefore, linear complexity is still a
very important metric in measuring stream cipher security.

An equivalent definition of linear complexity is given below after the defini-
tion of circulant matrix.

Definition 3. On a field K, a matrix of the following shape is called a n × n
r-circulant matrix. where r ∈ K.

a1 a2 a3 · · · an−1 an
ran a1 a2 · · · an−2 an−1
ran−1 ran a1 · · · an−3 an−2

...
...

...
...

...
...

ra2 ra3 ra4 · · · ran a1


n×n

(1)

For convenience, it can be generally shortened to Cirrn (a1, a2, · · · , an). Spe-
cially, if r = 1, we call it circulant matrix.

For a purely periodic sequence A = (a1, a2, · · · ) of period n over a field K.
Denote Cir1n (a1, a2, · · · , an) by Mcir(A).

Theorem 2. [18] A is a purely periodic sequence on a field K with period n.
Then, for Mcir (A), there is such a property. That is, the rank of Mcir (A) is
equal to the linear complexity L (A) of the sequence A over the field K.

When the sequence B = (b1, b2, · · · ), is regular sampled from the sequence
A = (a1, a2, · · · ), with a period of l. That is, for any i ≥ 1, we have bi = as+l·(i−1),
where b1 = as is called the starting sampling point. It can be denoted briefly as
B = A (s, l). If A is a sequence of period n and satisfies gcd (l, n) = 1, then the
following corollary can be obtained using Theorem 2.

Corollary 1. Assume A is a purely periodic sequence over a field K with period
n. And the sequence B = A (s, l) is a sequence of regular samples of the sequence
A. If gcd (l, n) = 1, then: (1) the period of sequence B is n; (2) L(A) = L(B).

The proof of the corollary is simple; it only requires a proper primary rows
and columns swap for Mcir (A) to become Mcir (B). Therefore, the two sequences
have the same linear complexity.

For any r-circulant matrix over a number field K, there is a very important
theorem.

Theorem 3. [4] Let M = Cirrn (w1, w2, · · · , wn) be an r-circulant matrix over

field K.Denote the function w (x) =
∑n−1
i=0 wi+1x

i. If the set of all roots of the
equation xn−r = 0 over field K can be written as {θξi | i = 0, 1, · · · , n−1}, where
θn = r. Then the set of all characteristic roots of the matrix M is {w(θξi) | i =
0, 1, · · · , n− 1}.
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2.3 Block matrix and matrix over ring

Let K be a field, denote the ring of all mn × mn matrices over field K by
Mmn×mn(K). Mark matrix ring R as subring of Mn×n(K). Suppose a matrix A
belongs to Mm×m(R), then A also belongs to Mmn×mn(K). Let [A]Ri,j denote the
i, jth block of A, ai,j denote the i, jth entry of A when over Mmn×mn(K). It’s
easy to see that

A =


a1,1 a1,2 · · · a1,mn
a2,1 a2,2 · · · a2,mn

...
...

. . .
...

amn,1 amn,2 · · · amn,mn

 =


A1,1 A1,2 · · · A1,m

A2,1 A2,2 · · · A2,m

...
...

. . .
...

Am,1 Am,2 · · · Am,m

 = AR

The above sliced matrix A is called the block matrix, In particular, when we
discuss A as a element of Mm×m(R), we use AR to denote A, and the corner
marks are used only for distinction.

For a general commutative ring R, Brown W C [3] studied relevant proper-
ties about matrices over the ring R. Including the determinant detR(AR), rank
rankR(AR), modulus, diagonalization. Based on the definitions and results given
in the book, we got the following remarkable theorems.

Theorem 4. Let A ∈ Mm×m (R), where R = {
∑∞
i=0 kiS

i|ki ∈ K} is a sub-
algebra of Mn×n (K). In particular, the minimal polynomial f (x) = pr (x) of
S ∈ Mn×n (K) is an power of an irreducible polynomial p(x) over the field K.
Thus,

rankR
(
AR
)

= k ⇒ rankK (A) ≥ kn, 0 ≤ k ≤ m

Clearly, when the commutative ring R satisfies the conditions in the above
theorem, R is isomorphic to the residue class ring H = K[x]/(pr(x)). This means
that the equation rankR(AR) = rankH(AH) will hold automatically under iso-
morphism.

Denote another ring of residue classes H = K[x]/(p(x)), it’s easy to see H is a
field. At the same time, there exists a surjective homomorphism mapping π from
H to H. The image of AH under the action of π is written as A ∈ Mm×m(H).
We have the following theorem.

Theorem 5.

rankH
(
AH
)

= rankH
(
A
)

These two theorems provide theoretical support for our estimate of the lower
bound on linear complexity. The proof procedure is complex and unproductive
for this paper. For logical reasons, the exact process of their proof is omitted.
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3 Linear complexity estimation model for feedforward
clock-controlled sequences

This section we will show you how to use the basic model of pseudo-random
sampling. And transform sequences’ circulant matrix. Finally estimate the rank
of block matrix.

Denote two period sequence {ai}∞ and {bi}∞, where ai ∈ N and bi ∈ F2.

Denote
∑k
i=1 ai by sk. By sampling {bi}∞ with index sequence {si}∞, we get

a new sequence C = {ci}∞, where ci = bsi . We call {ci}∞ a clock-controlled
sequence generated by {ai}∞ controlling {bi}∞.

In general case, people prefer to use maximal period sequences as them have
good statistical properties. So we always assume sm is coprime with the period
n in follow discussion.

3.1 Primary transformation of the circulant matrix Mcir(C)

It’s hard to direct calculate rank of Mcir(C), so we do some row operations and
column operations on Mcir(C) and denote the matrix after operations by C:



1 2 3 · · · mn

1 c1 c2 c3 · · · cmn
2 cmn c1 c2 cmn−1
3 cmn−1 cmn c1 cmn−2
...

...
. . .

...
mn c2 c3 c4 · · · c1

⇒


I1 I2 I3 · · · Im

I1 C1,1 C1,2 C1,3 C1,m

I2 C2,1 C2,2 C2,3 · · · C2,m

I3 C3,1 C3,2 C3,3 C3,m

...
...

. . .
...

Im Cm,1 Cm,2 Cm,3 · · · Cm,m


Where the index set Ii = {i,m+i, 2m+i, · · · , (n−1)m+i}, and the submatrix

Ci,j was construct by entries from Ii’s rows and Ij ’s columns of Mcir(C). Assume
t = (j − i+ 1) mod mn, then:

Ci,j =



j m+ j 2m+ j · · · (n− 1)m+ j

i ct ct+m ct+2m ct+(n−1)m
m+ i ct+(n−1)m ct ct+m · · · ct+(n−2)m
2m+ i ct+(n−2)m ct+(n−1)m ct ct+(n−3)m
...

...
. . .

...
(n− 1)m+ i ct+m ct+2m ct+3m · · · ct


It’s easy to show that Ci,j was a circulant matrix, and for two submatrices

Ci,j and Ci′,j′ , Ci,j = Ci′,j′ if and only if j − i = j′ − i′.
Consider subsequence Ct = {ct+m·i}∞, this sequence has a period of n. In

fact, Ct equals to {bst+sm·i}∞, it’s a sampling sequence of {bi}∞ with sm step
length. Further, assume v = (sm)−1 mod n and lt = v(st− s1), Ct equals to C1

start from ltth position.

6



Using the fact that Ci,j is a circulant matrix, Ci,j equals to Mcir(C
t). Thus,

there is a formula:

Ci,j = Mcir(C
t) = Mcir(C

1) ·Dlt (2)

D is a primitive circulant matrix with dimension n, as shown in follow:

D =


0 1 0 0 0
0 0 1 0 · · · 0
0 0 0 1 0

...
. . .

1 0 0 0 · · · 0

 .

Turn back to Ci,j , if j ≥ i, then t = j− i+1, if j < i, then t = j− i+1+mn.
So

Ci,j = Mcir(C
1) ·Dlt = Mcir(C

1) ·Dv(st−s1).

Denote Dv by T , denote Mcir(C
1) · T−s1 by Ĉ. Notice that Tn = I, we

denote s−i = sm−i − sm. When j ≥ i, Ci,j = Ĉ · T sj−i+1 ; when j < i, Ci,j =

Ĉ ·T sj−i+1+smn = Ĉ ·T sj−i+1 = Ĉ ·T sm+j−i+1−sm = Ĉ ·T sm+j−i+1 ·D−1. Different
premise get same result.

Thus,

C =


ĈT s1 ĈT s2 ĈT s3 ĈT sm

ĈT smD−1 ĈT s1 ĈT s2 · · · ĈT sm−1

ĈT sm−1D−1 ĈT smD−1 ĈT s1 ĈT sm−2

...
. . .

...

ĈT s2D−1 ĈT s3D−1 ĈT s4D−1 · · · ĈT s1

 .

3.2 Decomposition of the matrix over the ring

In this part, some Lemmas are needed to decompose the matrix over the ring
R =< S >=

{∑∞
i=0 kiS

i
∣∣ki ∈ K, i = 0, 1, · · ·

}
.

Let R =< S >= {
∑∞
i=0 kiS

i|ki ∈ K, i = 0, 1, · · · }, where S is an element
of Mn×n(K). It’s obvious that R is a commutative(multiplication) subalgebra of
Mn×n(K)

Denote S’s minimal polynomial over K by f(x) =
∑l
i=0 fix

i, where l ≤ n
and fi ∈ K(fl = 1). Thus,

< S >= {
l−1∑
i=0

kiS
i|ki ∈ K, i = 0, 1, · · · , l − 1}.

Given U, V ∈< S >, where U =
∑l−1
i=0 uiS

i, V =
∑l−1
i=0 viS

i. It’s obvious that
U = V if and only if ui = vi,∀i = 0, 1, · · · , l − 1.
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Lemma 1. Suppose that S ∈ Mn×n(K) is a matrix over the field K, where the
minimal polynomial of S is f(x). And the unique factorization of f(x) over field

K is f (x) =
∏d
i=1 p

ri
i (x), pi(x) is irreducible and pi(x) 6= pj(x) when i 6= j.

Thus, there exists a non-singular matrix P ∈Mn×n (K), and matrices Si for
1 ≤ i ≤ d. Where the minimal polynomial of Si is prii (x). Such that:

S = P−1 ·


S1

S2

. . .

Sd

 · P
In the classical theory of linear algebra, this lemma can be easily proved by

analyzing the invariant subspace of the linear transformation.

Corollary 2. For any U =
∑l−1
i=0 uiS

i ∈ R =< S >, exist mapping g(U) =
P · U · P−1, from R =< S > to R =< PSP−1 >. And,

g (U) =


∑l−1
i=0 uiS

i
1

. . . ∑l−1
i=0 uiS

i
d


Extend the mapping g from Mn×n (K) to Mm×m (Mn×n (K)). Define a map-

ping G on Mm×m (Mn×n (K)). for any element T ∈ Mm×m (Mn×n (K)), T can
be written as block matrix TMn×n(K) = (Tij)m×m, where Tij ∈ Mn×n (K). The
mapping G is defined as:

G((Tij)m×m) = (g(Tij))m×m.

Obviously, G is a self-isomorphism on Mm×m (Mn×n (K)). And Mm×m (R)
is isomorphic to Mm×m

(
R
)

under the action of G, and for ∀A ∈ Mm×m (R),
rankK (A) = rankK (G (A)).

Return to Mm×m(R). According to corollary 2, suppose A ∈ Mm×m(R),
G(A) ∈Mm×m(R). Thus, every entry of G(A) must have a diagonal shape like:

[G(A)]Ri,j =


Si,j1

Si,j2

. . .

Sijd

 .

Further, if

[A]Ri,j = fi,j(S) =

l−1∑
t=0

atS
t,

then

[G(A)]Ri,j = g([A]Ri,j) = P · fi,j(S) · P−1 =

l−1∑
t=0

at(PSP
−1)t.
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It’s trivial that Si,jk = fi,j(Sk) for all i, j = 1, 2, · · · ,m; k = 1, 2, · · · , d.
Thus, by some row operations and column operations, we can transform G(A)

into a quasi-diagonal matrix over Mmn×mn(K):

Γ0 ·G(A) · Γ1 =


A1

A2

. . .

Ad

 .

Γ0 and Γ1 are products of some elementary matrix over Mmn×mn(K). At ∈
Mmnt×mnt(K) was constructed by Si,jt as follow:

At =


S1,1
t S1,2

t · · · S1,m
t

S2,1
t S2,2

t

...
...

. . .

Sm,1t · · · Smmt

 .

So At ∈Mm×m(< St >), and we arrive at the conclusion that:

rankK(A) = rankK(G(A)) =

d∑
t=1

rankK(At).

3.3 Linear complexity estimation model

Let R =< D >∈Mn×n, D is a primitive circulant matrix with dimension n.
Obviously, the minimal polynomials of D is f(x) = xn+1. Assume f(x) have

unique factorization f(x) =
∏d
i=1 p

2σ

i (x), where n/2σ is exactly an odd integer.
From the conclusion of subsection 3.1, the linear complexity of the clock-

controlled sequence L(C) = rankK(C). At the same time, C ∈ Mm×m(R).
Combining the matrix decomposition conclusions of subsection 3.2, we know
that

rankK(C) = rankK(G(C)) =

d∑
t=1

rankK(Ct)

At the same time, Ct is very similar to C and has the following form:

Ct =


Ĉt O · · · O
O Ĉt O
...

. . .

O O · · · Ĉt

 ·


T s1t T s2t T s3t T smt
T smt D−1t T s1t T s2t · · · T sm−1

t

T
sm−1

t D−1t T smt D−1t T s1t T
sm−2

t
...

. . .
...

T s2t D−1t T s3t D−1t T s4t D−1t · · · T s1t


Where

P ·D · P−1 =


D1

D2

. . .

Dd

 .
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and Tt = Dv
t , where v × sm ≡ 1 mod n.

Dt’s minimal polynomial is p2
σ

t (x), Dt generate a commutative subalge-
bra, denote it by Rt =< Dt >. Recall the theory of block-matrix, we know
Rt ∼= F2[x]/(p2

σ

t (x)) , Ht. Set up φt to be the isomorphism function from Rt
to Ft[x]/(p2

σ

t (x)), denote φt(Dt) by αt, denote φt(Tt) by βt. Thus, βt = αv

mod p2
σ

t (x). Furthermore, consider the projection δt from F2[x]/(p2
σ

t (x)) to field
F2[x]/(pt(x)) , Ht:

δt(h(x)) = (h(x) mod pt(x))

Let δt(αt) = αt, δt(βt) = βt.
Denoted matrix Mt ∈Mm×m(Rt) and Mt ∈Mm×m(Ht):

MRt
t =


T s1t T s2t T s3t T smt

T smt D−1t T s1t T s2t · · · T sm−1

t

T
sm−1

t D−1t T smt D−1t T s1t T
sm−2

t
...

. . .
...

T s2t D−1t T s3t D−1t T s4t D−1t · · · T s1t



Mt =


βt
s1

βt
s2

βt
s3

βt
sm

βt
sm
αt
−1 βt

s1
βt
s2 · · · βt

sm−1

βt
sm−1

αt
−1 βt

sm
αt
−1 βt

s1
βt
sm−2

...
. . .

...

βt
s2
αt
−1 βt

s3
αt
−1 βt

s4
αt
−1 · · · βt

s1


Since Theorem 4,

rankK(Ct) ≥ rankK(Ĉt)× rankRt(M
Rt
t ).

Since Theorem 5,

rankK(Ct) ≥ rankK(Ĉt)× rankRt(M
Rt
t ) = rankK(Ĉt)× rankHt(Mt).

Finally, we get a Linear complexity lower bound estimation inequality.

Theorem 6.

L(C) =

d∑
t=1

rankK(Ct) ≥
d∑
t=1

rankK(Ĉt)× rankHt(Mt)

The last problem turns into how to estimate rankK(Ĉt) and rankHt(Mt).

Estimate rank(Ĉt) over F2: Since C1 = {c1+m·i}∞i=0, so Ĉ = Mcir

(
C1
)
·

T−s1 =
(∑n−1

i=0 c1+m·iD
i
)
·D−s1v. Thus:

Ĉt =

(
n−1∑
i=0

c1+m·iD
i
t

)
·D−s1vt
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That means, rankF2
(Ĉt) equals to rank of matrix

∑n−1
i=0 c1+m·iD

i
t.

Let the formal power series F 1 (x) =
∑∞
i=0 c1+m·ix

i, be the generating func-
tion of the sequence C1, and let H (x) ∈ F2 [x], be the minimum generator
Polynomial of C1. The order of H (x) is equal to the linear complexity of C1.
There exists polynomial P (x) ∈ F2 [x] with number less than l such that the
following constant equation holds, H (x) and P (x) are coprime.[8]

F 1 (x) =
P (x)

H (x)

Let F 1 (x) =
∑n−1
i=0 c1+m·ix

i, then the power series of the form

F 1 (x) =
F 1 (x)

1 + xn

and H(x)|1 + xn. This is a conclusion that comes from the minimal property of
H (x).

Thus,
F 1 (x) ·H (x) = P (x) · (1 + xn)

The equation no longer needs to be discussed under the formal power series sense
and goes back to the polynomial ring F2 [x].

As we know, xn + 1 =
∏d
i=1 p

2δ

i (x) and H(x)|(1 + xn). Assume H (x) =∏d
i=1 p

hi
i (x), where 0 ≤ hi ≤ 2σ. Then:

F 1 (x) = P (x) ·
d∏
i=1

p2
δ−hi
i (x)

– When ht = 0, Since the characteristic(minimal) polynomial of the matrix

Dt is p2
δ

t (x), p2
δ

t (Dt) is a zero square matrix. Led to

F 1 (Dt) = P (Dt) ·
∏
i 6=t

p2
δ−hi
i (Di) · p2

δ

t (Dt) = O

rank
(
Ĉt

)
= rank(F 1 (Dt)) = 0

– When ht > 0, Since H (x) is coprime to P (x), pt (x) is coprime to P (x).
Therefore, P (Dt) is still a full-rank square (because the root sets of P (x) = 0
does not include any characteristic root of Dt). Thus,

rank
(
Ĉt

)
= rank

(
F 1 (Dt)

)
= rank

(
p2
δ−ht
t (Dt)

)
≥ ht × deg (pt (x))

Combining these two cases, the following inequalities can be derived.

rank
(
Ĉ
)

=

d∑
t=1

rank
(
Ĉt

)
≥

d∑
t=1

(ht × deg (pt (x))) = deg (H (x))

Notice that both left and right of the inequality are equal to the L
(
C1
)
, so

the inequality equal sign holds constant. That is, for ∀1 ≤ t ≤ d, we have

rank
(
Ĉt

)
= ht × deg (pt (x)) .

11



Estimate rankHt
(Mt): It’s easy to see that Mt is an αt

−1-circulant matrix

over field Ht. Let Et(x) =
∑m−1
i=0 βt

si+1
xi ∈ Ht[x], Jt(x) = xm + αt

−1 ∈ Ht [x].
Use theorem 3, denote The degree of the greatest common factor of Et(x) and
Jt(x) by gt, then

rankHt(Mt) = m− gt.

In summary, we get a final inequality of rank:

rank (Mt) ≥ rank
(
Ĉt

)
· rankRt

(
Mt

Rt
)

= ht × deg (pt (x))× (m− gt)

After accumulation:

Theorem 7.

L(C) ≥
d∑
t=1

ht × deg (pt (x))× (m− gt)

3.4 Section summary

This section analyzed the lower bound on the linear complexity of the basic
feedforward clock-controlled sequence.

The first step is to correspond the linear complexity to the rank of the cyclic
matrix. After that, the matrix is organized according to a particular sampling
law. In this way, the matrix becomes a matrix on a circulant matrix ring.

However, the matrix on a normal commutative ring is not easy to count
the rank. So further quasi-diagonalization is performed for each matric block at
the same time. Then the goal becomes to compute the sum of the ranks of all
matrices Mt on the diagonal.

Using Theorem 4 and Theorem 5, we can successfully estimate the rank of
the matrix Mt.

Through such a series of transformations, we decompose the problem to each
subfield. In this way, the enormous problem of overall linear complexity becomes
a collection of several minor problems. Finally, we obtained a valuable conclusion.

The following section gives a new stream cipher LIFI-128 using a nonlinear
drive module reference to the LILI-128 algorithm. This kind of stream cipher’s
complexity is impossible to be estimated by traditional results. However, our
new method can solve its linear complexity problem.

4 LIFI-128, and it’s linear complexity

4.1 Description of LIFI-128

We give an example that was set up to follow the LILI-128 algorithm. The clock-
control subsystem uses a pseudorandom binary sequence produced by a regularly
clocked LFSR, LFSRa, of length 39, and a function, fa, operating on some
contents of LFSRa to produce a pseudorandom integer sequence, A = {ai}∞,
and ai ∈ {1, 2, 3, 4}. The feedback polynomial of LFSRa is chosen to be a

12



primitive polynomial. Moreover, the initial state of LFSRa must not be all zero.
It follows that LFSRa produces a maximum-length sequence of period m =
239−1. Set fa to be boolean balance function every bit, so sm = 239−1(22+1)−1.

The data-generation subsystem uses the integer sequence A to control the
clocking of a binary FCSR[15], FCSRb, of length 89. The lowest content bit of
FCSRb will generate a binary sequence B = {bi}∞. The feedback integer of
FCSRb is chosen to be a safe prime integer q = 2p + 1, where p is a prime,
blog2(q)c = 89. And the initial state of FCSRb is not zero, 2 is a primitive
elements of F∗q . It follows that FCSRb produces a nonlinear binary sequence
with period n = 2p, linear complexity L(B) = p+ 1. Specially, in this example,
we assume 2 also is a primitive elements of F∗p, and gcd(p− 1, 39) = 1.

Notice that n = 2p is coprime with sm = 239−1(22 + 1) − 1. Define the
clock-controlled sequence C = {ci = bsi}∞ as the keystream, thus C get a
maximum-length of period mn = (239 − 1)× (2p) ≈ 2128.

Fig. 1. The Structure of LIFI-128

4.2 Linear Complexity

We are going to prove that the linear complexity of C has a lower bound (L(B)−
2)m+ 2 = (p− 1)(239 − 1) + 2.

Consider the n×n circulant matrices ring R which was generated by D. It’s
easy to show that R is a commutative algebra over F2, thus, for any period n
sequence S, Mcir(S) ∈ R. As this result, the clock-matrix is a m × m matrix
over R.

It is obvious that the minimal polynomial of D equals to f(x) = xn+1. f(x)
has a decomposition over F2:

f(x) = x2p + 1 = (xp + 1)2 = (x+ 1)2(

p−1∑
i=0

xi)2.

13



As 2 is a primitive elements of F∗p,
∑p−1
i=0 x

i is reduced in F2[x]. Assume f(x) =

p21(x)p22(x), where p1(x) = x + 1, p2(x) =
∑p−1
i=0 x

i. Thus, we can find a n × n
nonsingular matrix P over F2 such that P ·S ·P−1 is a quasi-diagonalization on
S ∈ R.

P · S · P−1 =

(
Q1 O
O Q2

)
In above formula Q1 is the factor relates to p21(x), Q2 is factor relates to p22(x). As
degree(p1) = 1, degree(p2) = p− 1, Q1 ∈M2×2(F2), Q2 ∈M2(p−1)×2(p−1)(F2).

Notice that Ĉ, T,D ∈ R, we denote:

PĈP−1 =

(
Ĉ1 O

O Ĉ2

)
, PTP−1 =

(
T1 O
O T2

)
, PDP−1 =

(
D1 O
O D2

)
By theory of FCSR[15], the minimial generator Polynomial of sequence B′ =

{bsmi+1}∞i=0 is H(x) = (x + 1)(xp + 1) = p21(x)p2(x). Thus rank(Ĉ1) = 2,

rank(Ĉ2) = p− 1.

In field F2[x]/(x+ 1) = F2, α1 = β1 = 1. Then:

M1 =


β1
s1

β1
s2

β1
s3

β1
sm

β1
sm
α1
−1 β1

s1
β1
s2 · · · β1

sm−1

β1
sm−1

α1
−1 β1

sm
α1
−1 β1

s1
β1
sm−2

...
. . .

...

β1
s2
α1
−1 β1

s3
α1
−1 β1

s4
α1
−1 · · · β1

s1

 =


1 1 · · · 1
1 1 · · · 1
...

...
. . .

...
1 1 · · · 1

 .

It’s easy to see rank(M1) = 1.

Next, we are going to count follow matrix M2.

M2 =


β2
s1

β2
s2

β2
s3

β2
sm

β2
sm
α2
−1 β2

s1
β2
s2 · · · β2

sm−1

β2
sm−1

α2
−1 β2

sm
α2
−1 β2

s1
β2
sm−2

...
. . .

...

β2
s2
α2
−1 β2

s3
α2
−1 β2

s4
α2
−1 · · · β2

s1


β2 = α2

v, where v × sm ≡ 1 mod n.

Notice that M2 is a m×m matrix over field F2[x]/(p2(x)), in particular, M2

is a α2
−1-circulant matrix.

With the help of Theorem 3, we know M2 is non-singular if and only if
w(x) =

∑m
i=1 β2

si
xi−1 doesn’t have common root with xm − α2

−1 = 0, or M2

has a zero eigenvalue.

As m is coprime with the order p of α2
−1, there is a integer k such that

(α2
k)m = α2

−1. Assume {ξi|i = 0, 1, · · · ,m−1} is all roots of equation xm−1 =
0, then roots set of xm − α2

−1 = 0 is {ξiα2
k|i = 0, 1, · · · ,m − 1}. If ξjα2

k is a
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root of w(x), which means:

w(ξjα2
k) =

m∑
i=1

β2
si

(ξjα2
k)i−1

=

m∑
i=1

α2
siv+(i−1)k(ξj)i−1

Define another function g(x) =
∑m
i=1 α2

siv+(i−1)kxi−1, it’s easy to see that
gcd(w(x), xm − α2

−1) 6= 1 equals to gcd(g(x), xm − 1) 6= 1.
The proof is by contradiction, suppose that there is 0 ≤ i′ ≤ m−1, ξ′ = ξi

′
is

a common root of g(x) and xm − 1. Notice that ξ′m+1 = ξ′2
39

= ξ′, we calculate
the 239th power of g(ξ′). It shows:

0 =(g(ξ′))2
39

=

m∑
i=1

α2
(siv+(i−1)k)×239(ξ′2

39

)i−1

=

m∑
i=1

(α2
239)siv+(i−1)kξ′i−1

Define function

h(α2) =

m∑
i=1

ξ′i−1(α2)(siv+(i−1)k mod p)

=

p−1∑
i=0

[
∑

sjv+(j−1)k≡i

ξ′j ]α2
i

Above formula shows that if α2 is a root of h(α2) = 0, then α2
239 will also be

a root of h(α2) = 0. Now we get a set Ω = {α2
239i |i = 0, 1, · · · }, any elements

of this set would be a root of h(α2) = 0. Recall that α2’s order is p, and 2 is a

primitive element of F∗p, so α2
239a = α2

239b if and only if 39a ≡ 39b mod (p−1).
Thus #|Ω| = p − 1. As degree of h(α2) less than or equal to p − 1, Ω must be

all roots set of h(α2) = 0. Thus, h(α2) = ξ∗
∏p−1
i=0 (α2 −α2

239i), ξ∗ is a constant.

Denote
∑
sjv+(j−1)k≡i ξ

′j by εi, h(α2) =
∑p−1
i=0 εiα2

i and ξ∗ = εp−1 6= 0.

Notice Ω ⊆ F2[x]/p2(x), suppose that εi0 6= 0, then εi0/ξ
∗ must be an element

in field F2[x]/p2(x), as it is represented as an element generated by Ω over field
F2[x]/p2(x). Denote this field by F2p−1 .

In the same way,

εi0/ξ
∗ = [

∑
sjv+(j−1)k≡i0

ξ′j ]/[
∑

sjv+(j−1)k≡p−1

ξ′j ].

In fact, we can show that #{1 ≤ j ≤ m|sjv + (j − 1)k ≡ i0 mod p} ≤ 1
for any i0. Suppose there are 1 ≤ j < j′ ≤ m such that sjv + (j − 1)k ≡
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sj′v+(j′−1)k mod p. Thus, smm(sj′−sj)v+smm(j′−j)k ≡ 0 mod p, equals
to (sj′ − sj)m− sm(j′ − j) ≡ 0 mod p. Notice that

|(sj′ − sj)m− sm(j′ − j)| ≤|(sj′ − sj)m|+ |sm(j′ − j)|
≤4(j′ − j)m+ sm(j′ − j)
=(5× 238 + 3)(j′ − j)
≤241 × 239

=280 < p.

Thus (sj′−sj)m = sm(j′−j). Because gcd(m, sm) = gcd(239−1, 5×238−1) = 1,
we get m|(j′ − j), conflicts with 1 ≤ j′ − j ≤ m − 1 and implies #{1 ≤ j ≤
m|sjv + (j − 1)k ≡ i0 mod p} ≤ 1.

This fact shows that εi0/ξ
∗ = 0, or εi0/ξ

∗ = ξ′s for an integer s. As εi0/ξ
∗ ∈

F2p−1 , ξ′m = 1 and gcd(m, 2p−1 − 1) = 1, those facts led to ξ′s = 1. But it’s
easy to confirm that g(ξ′) = g(1) 6= 0.This result conflicts with g(ξ′) = 0. Based
on these facts, g(x) doesn’t have common root with xm− 1, M2 is non-singular,
rank(M2) = m

Thus, recall theorem 7,

L(C) ≥
2∑
t=1

ht × deg(pt(x))× (m− gt)

= 2× 1× 1 + 1× (p− 1)×m
= m(p− 1) + 2.

C’s rank greater then (p − 1)m + 2 = (p − 1)(239 − 1) + 2, we get a linear
complexity lower bound of clock-controlled sequence {ci}∞.

4.3 Section summary

This section modifies the LILI-128 algorithm so that its controlled sequence
becomes nonlinearly driven with extremely high linear complexity. We call the
new algorithm LIFI-128.

None of the published linear complexity analysis methods give a good result
for LIFI-128. However, our new model can solve this type of problem very well.
The practical value of the linear complexity lower bound estimation method
proposed in this paper is fully illustrated.

5 Conclusion

The feedforward clock control structure is a hardware-friendly and widely used
structure for designing sequence encryption algorithms. Its basic structure is that
two sequence generators connect in series. The first generator is regular output
and the second generator clock-controlled by the output of the first generator.
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In this paper, we research the feedforward clock-controlled sequence structure
by new methods such as circulant matrix and matrix over the ring. Finally, the
resulting complexity estimation inequalities can widely apply to the analysis
of cryptographic properties of the clock-controlled structure. The traditional
result base on cyclotomic polynomials over finite fields is not practical when
the controlled sequence is nonlinear. The results presented in this paper can
be exactly effective for the analysis of clock-controlled cryptographic systems
whether the drive module is linear or nonlinear.
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