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Efficient Black-Box Checking via Model

Checking with Strengthened Specifications

Junya Shijubo , Masaki Waga , and Kohei Suenaga

Graduate School of Informatics, Kyoto University, Kyoto, Japan

Abstract. Black-box checking (BBC) is a testing method for cyber-
physical systems (CPSs) as well as software systems. BBC consists of ac-
tive automata learning and model checking ; a Mealy machine is learned
from the system under test (SUT), and the learned Mealy machine is
verified against a specification using model checking. When the Mealy
machine violates the specification, the model checker returns an input
witnessing the specification violation of the Mealy machine. We use it to
refine the Mealy machine or conclude that the SUT violates the specifica-
tion. Otherwise, we conduct equivalence testing to find an input witness-
ing the difference between the Mealy machine and the SUT. In the BBC
for CPSs, equivalence testing tends to be time-consuming due to the time
for the system execution. In this paper, we enhance the BBC utilizing
model checking with strengthened specifications. By model checking with
a strengthened specification, we have more chance to obtain an input wit-
nessing the specification violation than model checking with the original
specification. The refinement of the Mealy machine with such an input
tends to reduce the number of equivalence testing, which improves the
efficiency. We conducted experiments with an automotive benchmark.
Our experiment results demonstrate the merit of our method.

Keywords: black-box checking, cyber-physical system falsification, spec-
ification strengthening, automata learning

1 Introduction

Due to its safety-critical nature, the safety assurance of a cyber-physical system
(CPS) is crucial. However, since a CPS is implemented as a combination of soft-
ware and physical systems, traditional safety-assurance techniques for software
such as testing and formal verification are hard to apply to a CPS.

Much effort has been devoted to adapt these safety-assurance methods for
software to a CPS [16]. Representatives of these methods are falsification [13] and
formal verification [7,17]. Given a CPS M and a specification ϕ that describes
how the system should work, a falsification method tries to discover an input
to M that violates ϕ to reveal a flaw of M. In contrast, a formal verification
method tries to guarantee the absence of bugs by mathematically proving that
M conforms to ϕ.

There is a tradeoff between these two groups. Although formal verification
ensures high-level safety by resorting to mathematical proofs, its cost is too
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Fig. 1: The workflow of black-box checking.

heavy to be applied to a large CPS. Furthermore, it cannot be applied if the
system M is a black box. On the contrary, falsification is cheaper than formal
verification and applicable even if M is a black box. However, efficiently driving
the counterexample search for a black box M is often challenging.

Black-box checking (BBC) [32], one of the falsification methods, is an ap-
proach to address this tradeoff. The main idea of BBC is to combine active
automata learning such as L* [2], which synthesizes an automaton approximat-
ing the behavior of a black-box system, with model checking—one of the formal
verification techniques—to search for a counterexample in an organized way.

Fig. 1 shows the workflow of BBC. It first learns a Mealy machine M̃ that
approximates the behavior of the black-box system M under test ((A) in Fig. 1);
this can be done by using the candidate-generation phase of automata learning
algorithm such as L* [2]. Notice that the learned M̃ may not be equivalent to
M. Next, BBC decides whether M̃ |= ϕ holds by model checking ((B) in Fig. 1.)
If this does not hold (i.e., M̃ 6|= ϕ), the model-checking procedure returns a
counterexample input to M̃ that drives M̃ to a state that satisfies ¬ϕ. BBC
then checks whether σ is a true counterexample or a spurious one by feeding σ
to the original system M and observing its behavior ((C) in Fig. 1.) If σ is a true
counterexample (i.e., σ witnesses M 2 ϕ), then BBC has disproved M |= ϕ; it
returns σ as a counterexample. If σ is not a counterexample to the actual system
M, then σ is a spurious counterexample that exhibits the difference between M
and M̃. Then, BBC uses σ as a new input to the automata-learning procedure
to obtain a new automaton. If M̃ |= ϕ holds in the model-checking step in
(B), BBC gives M̃ and M to an equivalence-testing procedure ((D) in Fig. 1).
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Fig. 2: The workflow of our method, where ψ is a strengthened specification of
ϕ. The red part is the changes from the original BBC (Fig. 1).

The equivalence-testing procedure tries to find an input trace that differentiates
M and M̃ by generating many inputs and executing M and M̃. One may
use random sampling for the input generation or may use more sophisticated
techniques like hill climbing and evolutionary computation. If an input σ that
exhibits the difference between M and M̃ is discovered, BBC uses σ as a new
input to the automata learning procedure. Otherwise, BBC deems that M̃ and
M are equivalent and returns M |= ϕ.

One of the practical issues in BBC for CPSs is its long execution time. In
particular, the computational cost of the equivalence testing between a CPS and
an automaton is high compared to that of the model checking. This is because
the number of the states of a synthesized automaton to be model-checked is
small, but a simulation of the system takes time; therefore, the computational
cost of equivalence testing, which requires many runs of simulations, is high.

Based on the above observation, we propose a method to optimize BBC
by reducing the number of equivalence tests. The basic observation is that the
number of the equivalence tests conducted by an execution of BBC is the number
of the transitions from (B) to (D) in Fig. 1; therefore, if we can reduce the number
of such transitions, the time spent for an execution of BBC is reduced.

To this end, we adapt BBC so that the model checking of a learned automaton
M̃ is conducted against a stronger specification ψ than the original ϕ. A model
checking with ψ tends to return a counterexample than it is checked against ϕ,
which promotes transition from (B) to (C) rather than to (D).

Fig. 2 shows the workflow of the proposed method; the difference from the
original BBC is presented in red. If M̃ |= ϕ is successfully verified by a model
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checker ((B) in Fig. 2), our procedure generates a stronger specification ψ and
applies a model checker to verify M̃ |= ψ ((B′) in Fig. 2). If the verification fails
with a counterexample σ, our procedure checks whether σ witnesses that the
original M violates the strengthened specification ψ ((C′) in Fig. 2). If it is not
the case, σ exhibits the difference between M and M̃ since σ does not drive
M to the violation of ψ but it does for M̃. Then, the learned automaton M̃ is
refined by using the new data σ ((A) in Fig. 2). If M̃ is verified to conform to ψ
or σ drives M to the violation of ψ, then our procedure conducts an equivalence
test ((D) in Fig. 2).

To generate a stronger specification ψ than ϕ, we define syntactic rewriting
rules to strengthen ϕ. The rules include, for example, rewriting of p∨ q to p∧ q,
where p and q are atomic propositions, and rewriting of an STL formula ♦Iϕ to
♦I′ϕ, where the interval I ′ is a subset of I. We define the strengthening relation
and prove its correctness.

We implemented our method as an extension of FalCAuN [37] that imple-
ments BBC for CPSs. To check the effectiveness of our method, we evaluated
our implementation using the Simulink model of an automatic transmission sys-
tem [19]. The result shows that our method is up to 66% faster than the original
BBC, which demonstrates the effectiveness of our method.

1.1 Related work

Active automata learning has various applications in software engineering [18,35],
e. g., specification mining [12,31] and synthesis [25]. Black-box checking (BBC) [32],
which is also known as learning-based testing (LBT), is an application of active
automata learning for system testing. BBC has been used for testing numerical
software [28], distributed systems [29], and autonomous systems [23]. BBC is
implemented in LBTest [30] and LearnLib [22,27].

As one of the quality assurance methods of CPSs, falsification [13,5] has
been attracting attention from both academia and industry. There are several
practical tools for falsification, for example, S-TaLiRo [3] and Breach [9]. See also
the report [11] of the annual friendly competition on the falsification problem.
There are various industrial case studies utilizing these tools for falsification.
Yamaguchi et al. [38] presents a case study that uses the falsification tool Breach
to find issues in automotive systems. Hoxha et al. [20] demonstrates falsification
on industrial size engine model using S-TaLiRo. Cameron et al. [6] uses S-TaLiRo
to search for violations of artificial pancreas controllers that automate insulin
delivery to patients with type-1 diabetes.

Robustness-guided falsification [13] is a widely-used technique to solve the
falsification problem with optimization, e. g., simulated annealing [24] and CMA-
ES [4]. Robustness-guided falsification reduces the falsification problem to mini-
mizing the quantitative satisfaction degree called robustness [14,10] of the speci-
fication ϕ in signal temporal logic (STL) [26]. Recently, BBC is also used for the
falsification of CPSs [37]. In [37], an equivalence testing dedicated to CPS falsi-
fication called robustness-guided equivalence testing is introduced. Robustness-
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guided equivalence testing tries to find a witness σ of M̃ 6= M useful for the
falsification problem by minimizing the robustness.

Robust linear temporal logic (rLTL) [36] is an extension of LTL with 5-valued
semantics. rLTL is used to guarantee that a requirement violation due to a small
assumptions violation is small. The 5-valued semantics of rLTL is based on a
weakening of temporal operators in rLTL formulas related to our strengthening.

After recalling the preliminaries in Section 2, we introduce our enhancement
of BBC via model checking with strengthened specifications in Section 3. We
show the experimental evaluation in Section 4, and conclude in Section 5.

2 Preliminaries

For a set S, we denote its power set by P(S). For a set S, an infinite sequence
s = s0, s1, · · · ∈ Sω of S, and i, j ∈ N, i ≤ j, we denote the subsequence
si, si+1, . . . , sj ∈ S∗ by s[i, j]. For a set S, a finite sequence s ∈ S∗ of S, and an
infinite sequence s′ ∈ Sω of S, we denote their concatenation by s · s′.

2.1 Linear temporal logic

Linear temporal logic (LTL) [33] is a temporal logic which is commonly used to
describe temporal behaviors of systems.

Definition 1 (Syntax of linear temporal logic). For a finite set AP of
atomic propositions, the syntax of linear temporal logic is defined as follows,
where p ∈ AP and i, j ∈ N ∪ {∞} satisfying i ≤ j1.

ϕ, ψ ::= ⊤ | p | ¬ϕ | ϕ ∨ ψ | ϕ U[i,j) ψ | Xϕ

We denote the set of linear temporal logic formulas by LTL.

In addition to the syntax in Definition 1, we use the following syntactic ab-
breviations of LTL formulas. Intuitively, ♦ϕ stands for “eventually ϕ holds” and
�ϕ stands for “globally ϕ holds”.

⊥ ≡ ¬⊤, ϕ ∧ ψ ≡ ¬((¬ϕ) ∨ (¬ψ)), ϕ→ ψ ≡ (¬ϕ) ∨ ψ,

♦[i,j)ϕ ≡ ⊤ U[i,j) ϕ, �[i,j)ϕ ≡ ¬(♦[i,j)¬ϕ), ϕ U ψ ≡ ϕ U[0,∞) ψ

♦ϕ ≡ ♦[0,∞)ϕ, �ϕ ≡ �[0,∞)ϕ

The semantics of LTL formulas is defined by the following satisfaction relation
(π, k) |= ϕ. For an infinite sequence π, an index k, and an LTL formula ϕ,
(π, k) |= ϕ intuitively stands for “π satisfies ϕ at k”.

1 In the standard definition of LTL, the interval U[i,j) is always [0,∞) and it is omitted.
We employ the current syntax to emphasize the similarity to STL. We note that this
does not change the expressive power.
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Definition 2 (Semantics of linear temporal logic). For an LTL formula
ϕ, an infinite sequence π = π0, π1, · · · ∈ (P(AP))ω of subsets of atomic proposi-
tions, and k ∈ N, we define the satisfaction relation (π, k) |= ϕ as follows.

(π, k) |= ⊤

(π, k) |= p ⇐⇒ p ∈ πk

(π, k) |= ¬ϕ ⇐⇒ (π, k) 2 ϕ

(π, k) |= ϕ ∨ ψ ⇐⇒ (π, k) |= ϕ ∨ (π, k) |= ψ

(π, k) |= Xϕ ⇐⇒ (π, k + 1) |= ϕ

(π, k) |= ϕ U[i,j) ψ ⇐⇒ ∃l ∈ [k + i, k + j). (π, l) |= ψ

∧ ∀m ∈ {k, k + 1, . . . , l}. (π,m) |= ϕ

If we have (π, 0) |= ϕ, we denote π |= ϕ.

In this paper, we mainly use a subclass of LTL called safety LTL. Safety LTL
is a subclass of LTL whose violation can be witnessed by a finite sequence. The
existence of finite witness simplifies the application to BBC.

Definition 3 (safety LTL). An LTL formula ϕ is safety if for any infinite
sequence π ∈ (P(AP))ω satisfying π 2 ϕ, there is i ∈ N such that for any
prefix π[0, j] of π longer than i (i. e., j > i), and for any infinite sequence
π′ ∈ (P(AP))ω, we have π[0, j] · π′ 2 ϕ

2.2 LTL model checking

Model checking is a technique to verify the correctness of a system model M
against a specification ϕ. We utilize Mealy machines for system modeling and
LTL formulas for a specification ϕ.

Definition 4 (Mealy machine). For an input alphabet Σ and an output al-
phabet Γ , a Mealy machine is a 3-tuple M = (L, l0, ∆), where L is the finite
set of locations, l0 ∈ L is the initial location, and ∆ : (L× Σ) → (L× Γ ) is the
transition function.

For a Mealy machine M = (L, l0, ∆) over Σ and Γ , the language L(M) ⊆
(Σ × Γ )ω is defined as follows.

L(M) = {(a0, b0), (a1, b1), · · · | ∃l1, l2, . . . , ∀i ∈ N. ∆(li, ai) = (li+1, bi)}

For an infinite sequence σ = (a0, b0), (a1, b1), · · · ∈ (Σ×Γ )ω, we define pr1(σ) =
a0, a1, · · · ∈ Σω and pr2(σ) = b0, b1, · · · ∈ Γω. For a Mealy machine M, the
input language Lin(M) ⊆ Σω and the output language Lout(M) ⊆ Γω are
Lin(M) = {pr1(σ) | ∃σ ∈ L(M)} and Lout (M) = {pr2(σ) | ∃σ ∈ L(M)}.

In the model checking, we use a Mealy machine M with the output alphabet
Γ = P(AP) to model the system, and check if all the sequences in its language
L(M) satisfy the LTL formula ϕ. Moreover, if there is a sequence in the language
L(M) and violating the LTL formula ϕ, the model checker returns a sequence
witnessing the violation. The formal definition of model checking is as follows.
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Definition 5 (LTL model checking). Let Σ be the input alphabet and let AP
be the set of the atomic propositions. Given an LTL formula ϕ over AP and a
Mealy machine M over Σ and P(AP), LTL model checking decides if for any
π ∈ Lout(M), we have π |= ϕ. If there is σ ∈ L(M) satisfying pr2(σ) 2 ϕ, the
LTL model checker returns such σ. We denote ∀π ∈ Lout(M). π |= ϕ by M |= ϕ.

In this paper, we utilize safety LTL formulas in Definition 3. For any safety
LTL formula ϕ with M 2 ϕ, there is a finite sequence σ ∈ (Σ × P(AP))

∗

such
that for any σ′ ∈ (Σ × P(AP))

ω
satisfying σ ·σ′ ∈ L(M), we have pr2(σ ·σ

′) 6|=
ϕ. We use such a finite sequence σ as a witness of M 2 ϕ. For the discussion on
such a finite witness, we define the finite language Lfin(M) of a Mealy machine
M as Lfin(M) = {σ ∈ (Σ × P(AP))∗ | ∃σ′ ∈ (Σ × P(AP))ω . σ · σ′ ∈ L(M)}.

2.3 Signal temporal logic

Signal temporal logic (STL) [26] is a variant of LTL dedicated to representing
behaviors of real-valued signals. Although the standard definition is for contin-
uous-time signals, we employ discrete-time STL [14] since we use STL for BBC.

Definition 6 (signal). For a finite set Y of variables, a (discrete-time) signal
σ ∈ (RY )∞ is a finite or infinite sequence of valuations ui : Y → R. For a finite
signal σ = u0, u1, . . . , un−1 ∈ (RY )∗, we denote the length n of σ by |σ|.

Definition 7 (discrete-time STL). For a finite set Y of variables, the syntax
of STL is defined as follows, where y ∈ Y , ⊲⊳ ∈ {<,>}, c ∈ R, and i, j ∈ N∪{∞}.

ϕ, ψ ::= ⊤ | y ⊲⊳ c | ¬ϕ | ϕ ∨ ψ | ϕ U[i,j) ψ | Xϕ

Similarly to LTL, we use the following syntactic abbreviations.

⊥ ≡ ¬⊤, y ≥ c ≡ ¬(y < c), y ≤ c ≡ ¬(y > c), ϕ ∧ ψ ≡ ¬((¬ϕ) ∨ (¬ψ)),

ϕ→ ψ ≡ (¬ϕ) ∨ ψ, ♦[i,j)ϕ ≡ ⊤ U[i,j) ϕ, �[i,j)ϕ ≡ ¬(♦[i,j)¬ϕ),

ϕ U ψ ≡ ϕ U[0,∞) ψ, ♦ϕ ≡ ♦[0,∞)ϕ, �ϕ ≡ �[0,∞)ϕ

The semantics of STL formulas is defined similarly to that of LTL formulas.
While the satisfaction of an LTL formula is defined for an infinite sequence
π ∈ (P(AP))ω of a set of atomic propositions, the satisfaction of an STL formula
is defined for an infinite signal σ ∈ (RY )∞. Each inequality constraint in an STL
formula is evaluated with the valuation ui in the signal σ, and the satisfaction
of the other formulas is defined inductively. Formally, the satisfaction relation
(σ, k) |= ϕ is inductively defined as follows, where ϕ is an STL formula over Y ,
σ ∈ (RY )

ω
is an infinite length signal over Y , and k ∈ N is an index.



8 Junya Shijubo, Masaki Waga, and Kohei Suenaga

(σ, k) |= ⊤

(σ, k) |= y > c ⇐⇒ uk(y) > c

(σ, k) |= y < c ⇐⇒ uk(y) < c

(σ, k) |= ¬ϕ ⇐⇒ (σ, k) 2 ϕ

(σ, k) |= ϕ ∨ ψ ⇐⇒ (σ, k) |= ϕ ∨ (σ, k) |= ψ

(σ, k) |= Xϕ ⇐⇒ (σ, k + 1) |= ϕ

(σ, k) |= ϕ U[i,j) ψ ⇐⇒ ∃l ∈ [k + i, k + j). (σ, l) |= ψ

∧ ∀m ∈ {k, k + 1, . . . , l}. (σ,m) |= ϕ

The notion of safety is defined similarly to that of LTL. Moreover, model
checking with an STL formula is defined similarly. The main difference is that
the output alphabet Γ of the Mealy machine M is not P(AP) but RY .

2.4 Active automata learning

Active automata learning is a class of algorithms to construct an automaton by
a series of interactions between the learner and a teacher. In L* [2] and TTT [21]
algorithms, the learner constructs the minimum DFA AU over Σ recognizing the
target language U ⊆ Σ∗ utilizing membership and equivalence questions to the
teacher.

In a membership question, the learner asks if a word w ∈ Σ∗ is a member of
U , i. e., w ∈ U . In an equivalence question, the learner asks if a candidate DFA
A recognizes the target language U , i. e., L(A) = U . In the equivalence question,
if we have L(A) 6= U , the teacher returns a word w′ satisfying w′ ∈ L(A) △ U
as a witness of M 6= M̃, where L(A) △ U is the symmetric difference, i. e.,
L(A) △ U = (L(A) \ U) ∪ (U \ L(A)). We note that a Mealy machine M can
also be learned similarly. See e. g., [35].

Algorithm 1 outlines the L*-style active automata learning algotithm. In L*-
style active automata learning, the learning process proceeds in two repetitive
phases: candidate generation and equivalence testing. First, in the candidate
generation phase (lines 3 to 5), the learner asks several membership questions to
the teacher and constructs a candidate automaton. Once the automaton is con-
structed, the learning process proceeds to the equivalence testing phase (lines 7
to 11). The learner asks an equivalence question, and if the teacher returns a
witness of inequivalence in line 10, the learning process returns to the first phase.

For any (even black-box ) system M, we can learn a Mealy machine M̃ ap-
proximating the system behavior by implementing a teacher answering mem-
bership and equivalence questions. It is usually easy to answer a membership
question—we can answer it by executing M. In contrast, it is not straightfor-
ward to answer an equivalence question if the internal structure of the system M
is unknown. When we know the size of the automaton to represent the system
M, we can utilize conformance testing with the correctness guarantee, such as
W-method [8] and Wp-method [15]. However, we usually do not know the size
of such an automaton, and thus, we need an approximate method to test the
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Algorithm 1: L*-style active automata learning

input : A teacher T that answers membership and equivalence questions of
target language U

output : The minimum DFA A satisfying U = L(A)
1 observations← ∅
2 while ⊤ do

// Candidate generation phase

3 while ∃w. we need to know if w ∈ U to construct a candidate
automaton A from observations do

4 add (w, askMembershipQuestion(T, w)) to observations

5 A ← constructCandidateAutomaton(observations)
6

// Equivalence testing phase

7 if U = L(A) by equivalence question then
8 return A

9 else
10 w ← a witness of U 6= L(A)
11 add (w, askMembershipQuestion(T, w)) to observations

equivalence of the system M under learning and the candidate automaton M̃,
e. g., by random testing and mutation testing [1]. We note that, in general, these
equivalence testing methods execute the system M for many times, and tend to
be time-consuming when the system execution is expensive.

2.5 Black-box checking

Black-box checking (BBC) [32] is a testing method that combines active au-
tomata learning and model checking to test if the given black-box system M
satisfies its specification ϕ. Given a black-box system M over an input alphabet
Σ and an output alphabet P(AP), and a safety LTL formula ϕ, BBC deems
M |= ϕ or returns a counterexample σ ∈ (Σ × P(AP))∗ such that for any
σ′ ∈ (Σ × P(AP))

ω
satisfying σ · σ′ ∈ L(M), we have pr2(σ · σ′) 6|= ϕ.

Fig. 1 outlines the workflow of BBC. BBC combines L*-style active automata
learning in Algorithm 1 and model checking. More precisely, candidate genera-
tion phase (lines 3 to 5 in Algorithm 1) corresponds to (A) in Fig. 1, equivalence
testing phase of active automata learning (lines 7 to 11 in Algorithm 1) corre-
sponds to (D) in Fig. 1, and model checking is used in (B) in Fig. 1.

First, we learn a Mealy machine M̃ approximating the behavior of the system
M under test ((A) in Fig. 1). We learn such a Mealy machine M̃ by the candidate
generation of active automata learning (lines 3 to 5 in Algorithm 1). We note
that the behavior of the learned Mealy machine M̃ may be different from that
of the system M under test.

Then, we check if we have M̃ |= ϕ by model checking ((B) in Fig. 1). If M̃ 6|=
ϕ holds, the model checker returns a witness σ ∈ (Σ × P(AP))

∗

of M̃ 6|= ϕ, and
we feed σ to the system M under test to check if σ is a witness of M 6|= ϕ



10 Junya Shijubo, Masaki Waga, and Kohei Suenaga

((C) in Fig. 1). If σ witnesses M 6|= ϕ, we conclude that M 6|= ϕ holds, and
BBC returns σ as a counterexample. Otherwise, since we have σ ∈ Lfin(M̃) and
σ 6∈ Lfin (M), σ differentiates M̃ and M, and we use σ to refine the learned
Mealy machine M̃.

If M̃ |= ϕ holds in the model-checking step ((B) in Fig. 1), we test if the
behavior of M̃ and M are similar enough by equivalence testing of active au-
tomata learning ((D) in Fig. 1). If we find an input σ that differentiates M and
M̃, we use σ to refine the learned Mealy machine M̃. Otherwise, we deem that
M̃ and M are equivalent, and BBC returns M |= ϕ.

BBC for CPSs To apply BBC to test a CPS M, we need a finite abstraction
of the real-valued input and output of M. Following [37], we utilize input and
output mappers I and O to bridge the real values for the CPS execution and
the finite values for the BBC. For a CPS model M over X and Y , we fix the
abstract input alphabet Σ and the atomic propositions AP, and define an input
mapper I : Σ → RX assigning one valuation of the input signal to each a ∈ Σ
and an output mapper O : RY → P(AP) assigning a set of atomic propositions
to each valuation of the output signal. Typically, Σ is a finite subset of RX and
I is the canonical injection, and AP is a set of predicates over Y and O assigns
their satisfaction.

3 BBC enhanced via model checking with strengthened

LTL formulas

In this section, we show how we optimize BBC utilizing model checking with
strengthened LTL formulas. Fig. 2 shows the workflow of our enhanced BBC.
The high-level strategy is to reduce the number of the equivalence testing ((D)
in Fig. 2) via model checking with a strengthened LTL formula ψ ((B′) and (C′)
in Fig. 2). Since, one equivalence test consists of many executions of the system
M under test, equivalence testing tends to be time-consuming if each execution
of M is expensive. In contrast, in BBC, the size of the learned Mealy machine
M̃ tends to be small, and the model checking may be relatively fast. Overall,
the workflow in Fig. 2 may be more efficient than the original workflow of BBC
in Fig. 1, which we experimentally confirm in Section 4.

3.1 Strengthening relation of LTL formulas

To formalize our strengthening of LTL formulas, we define the strengthening
relation ֌ ⊆ LTL × LTL over LTL formulas. Given an LTL formula ϕ, we
strengthen it to another LTL formula ψ satisfying ϕ֌ ψ. The syntactic defini-
tion of ֌ is suitable for the generation of the strengthened LTL formulas.

Definition 8 (Strengthening relation of LTL formulas). For LTL for-
mulas ϕ, ψ, ֌ ⊆ LTL× LTL is the minimum relation satisfying the following.

1. For any µ, ν ∈ LTL, we have (µ ∨ ν) ֌ (µ ∧ ν).
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2. For any µ ∈ LTL, we have ♦µ ֌ �♦µ.
3. For any µ ∈ LTL, we have �♦µ֌ ♦�µ.
4. For any µ ∈ LTL, we have ♦�µ֌ �µ.
5. For any µ ∈ LTL and for any indices i, j ∈ N ∪ {∞} satisfying i < j, we

have ♦[i,j)µ֌ �[i,j)µ.
6. For any µ, ν ∈ LTL, we have (µ U ν) ֌ (�µ ∧�♦ν).
7. For any µ ∈ LTL and for any indices i, j, i′, j′ ∈ N ∪ {∞} satisfying [i, j) )

[i′, j′), we have ♦[i,j)µ֌ ♦[i′,j′)µ.
8. For any µ, ν ∈ LTL, if we have ν ֌ µ, we have ¬µ֌ ¬ν.
9. For any µ, µ′, ν ∈ LTL satisfying µ֌ µ′, we have (µ ∨ ν) ֌ (µ′ ∨ ν).
10. For any µ, ν, ν′ ∈ LTL satisfying ν ֌ ν′, we have (µ ∨ ν) ֌ (µ ∨ ν′).
11. For any µ, ν ∈ LTL satisfying µ֌ ν, we have Xµ֌ Xν.
12. For any µ, ν, ν′ ∈ LTL satisfying ν ֌ ν′ and for any indices i, j ∈ N∪{∞}

satisfying i < j, we have (µ U[i,j) ν) ֌ (µ U[i,j) ν
′).

13. For any ϕ, µ, ψ ∈ LTL satisfying ϕ֌ µ and µ ֌ ψ, we have ϕ֌ ψ.

We note that for the other operators than the ones in Definition 1, ֌ is
defined using their definition as the syntactic abbreviation.

Example 1. For any p ∈ AP, we have�[0,2)p֌ �[0,10)p. This is because, by con-
dition 7 of Definition 8, we have ♦[0,10)¬p ֌ ♦[0,2)¬p. By applying condition 8
of Definition 8, we obtain ¬♦[0,2)¬p֌ ¬♦[0,10)¬p. By definition of the syntactic
abbreviation, ¬♦[0,2)¬p֌ ¬♦[0,10)¬p is equivalent to �[0,2)p֌ �[0,10)p.

We have the following correctness by induction. The proof is in Appendix A.

Theorem 1 (Correctness of the strengthening relation). For any LTL
formulas ϕ and ψ satisfying ϕ ֌ ψ, ψ is stronger than ϕ, i. e., for any π ∈
(P(AP))ω and k ∈ N, (π, k) |= ϕ implies (π, k) |= ψ. ⊓⊔

Example 2. Let ϕexample = p1 ∨ ♦[0,10)p2, with p1, p2 ∈ AP. By condition 1 of
Definition 8, we have (p1∨♦[0,10)p2) ֌ (p1∧♦[0,10)p2). Therefore, p1∧♦[0,2)p2 is
one of the candidates in the strengthening of ϕexample. By conditions 7 and 10 of
Definition 8, we have ♦[0,10)p2 ֌ ♦[0,5)p2, and (p1 ∨♦[0,10)p2) ֌ (p1 ∨♦[0,5)p2).
Therefore, p1 ∨ ♦[0,5)p2 is another candidate in the strengthening of ϕexample.
We note that by condition 7 of Definition 8, we have ♦[0,10)p2 ֌ ♦[i′,j′)p2 for
any [i′, j′) ( [0, 10), and in the strengthening, we have many candidates that are
different only in the interval in their temporal operator. For example, p1∨♦[0,8)p2,
p1∨♦[0,3)p2, and p1∨♦[0,1)p2 are the candidates in the strengthening of ϕexample .

3.2 BBC enhanced via model checking with strengthened formulas

We present how we enhance BBC utilizing model checking with strengthened
LTL formulas. In this section, we show the high-level scheme of our enhancement
and, in Section 3.3, we explain the design choice in our implementation. We fix
the system M under test and the specification ϕ ∈ LTL.

Fig. 2 outlines our enhanced BBC scheme. When we have M̃ |= ϕ in (B) of
Fig. 2, before conducting the equivalence testing ((D) of Fig. 2), we try to find a
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Algorithm 2: BBC enhanced via model checking with strengthened
LTL formulas
input : SystemM under test and an LTL formula ϕ
output : Returns ⊤ if BBC deemsM |= ϕ, otherwise, a witness σ ofM 6|= ϕ

1 Ψ ← GenCandidate(ϕ) // Generate a subset Ψ of {ψ ∈ LTL | ϕ ֌ ψ}

2 M̃ ← ConstructInitialMealy(M)
3 repeat

4 if M̃ 2 ϕ then

5 σ ← a witness of M̃ 2 ϕ

6 if σ witnesses M 2 ϕ then
7 return σ

8 else
9 foundWitness← ⊥

10 Ψchosen ← ChooseFml(Ψ)
11 forall ψi ∈ Ψchosen do // Try the strengthened specifications

12 if M̃ 2 ψi then

13 σ ← a witness of M̃ 6|= ψi

14 if σ witnesses M 6|= ψi then
15 remove ψi from Ψ

16 else // σ is a witness of M̃ 6=M
17 foundWitness← ⊤
18 break

19 if foundWitness = ⊥ then

20 if M̃ ≃M by equivalence testing then
21 return ⊤

22 else

23 σ ← a witness of M̃ 6=M

24 M̃ ← RefineMealy(M, σ)

25 until isTimeout()
26 return ⊤

witness ofM 6= M̃ by a model checking with an LTL formula ψ satisfying ϕ֌ ψ
((B′) of Fig. 2). Since M̃ 2 ϕ implies M̃ 2 ψ, by model checking, we have more
chance to obtain a witness σ of M̃ 6|= ψ than that of M̃ 6|= ϕ. When ψ is much
stronger than ϕ, the witness σ of M̃ 6|= ψ is also a witness of M 6|= ψ. In such a
case, σ does not differentiate M̃ and M, and thus, we cannot use σ to refine M̃.
Nevertheless, we claim that if the LTL formula ϕ is strengthened appropriately,
we can often refine M̃ by such a witness σ. Moreover, the refinement by such a
witness σ tends to lead to a Mealy machine useful for falsification of ϕ, which is
observed in our experiment result in Section 4.

Algorithm 2 outlines our BBC enhanced via model checking with strength-
ened LTL formulas. In line 1, we generate the candidates Ψ of the strengthened
LTL formulas used in the model checking. After constructing the initial Mealy
machine M̃ in line 2, we conduct model checking of M̃ with ϕ. When we have
M̃ 2 ϕ (line 4), we obtain a witness σ of M̃ 2 ϕ and check if σ also witnesses
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M 2 ϕ by running M with σ as the input (line 6). When σ also witnesses
M 2 ϕ, we return σ as a result of BBC. Otherwise, we use σ to refine the leaned
Mealy machine M̃ (line 24).

When we have M̃ |= ϕ, we look for an input σ to refine M̃. In the original
BBC in Fig. 1, we try the equivalence testing to find such σ, In contrast, in order
to reduce the number of the equivalence testing, we conduct model checking of
M̃ with some of the LTL formulas ψ ∈ Ψ before trying the equivalence testing.
The strengthened LTL formulas Ψchosen is chosen by a function ChooseFml.
Although the stronger LTL formulas should be chosen before the weaker ones,
ChooseFml can be an arbitrary function to choose a finite set of the strengthened
specifications Ψchosen from Ψ . We note that the choice of GenCandidate and
ChooseFml defines the granularity of the strengthening of ϕ used in the model
checking, which may affect the effectiveness of our enhancement.

For each LTL formula ψi ∈ Ψchosen , we check if M̃ 2 ψi holds by model
checking in line 11. When M̃ 2 ψi holds (line 12), we obtain a witness σ of
M̃ 2 ψi. Then, we check if σ also witnesses M 2 ψi by running M with σ as
input (line 14). When σ also witnesses M 2 ϕi, we remove ψi from Ψ in line 15.
Otherwise, we use σ to refine the learned Mealy machine M̃ in line 24.

When for any ψi ∈ Ψchosen , we can not find σ to refine M̃, we fallback
to the normal loop of the BBC. Namely, we use equivalence testing to find a
witness σ of M 6= M̃ in line 20. When equivalence testing deems M̃ and M
are equivalent, we return ⊤ as the result of BBC. Otherwise, equivalence testing
returns a witness σ of M̃ 6= M, and we use σ to refine M̃ (line 24).

3.3 GenCandidate and ChooseFml in our implementation

Algorithm 3 shows our candidate generation algorithm GenCandidate. The can-
didates Ψ of the strengthened LTL formulas consists of ΨInt and ΨnoInt

2: ΨInt and
ΨnoInt are obtained by strengthening the operators with and without intervals.
They are constructed by GenIntFml and GenNoIntFml (in Algorithm 4), respec-
tively. Moreover, we remove ψi from ΨInt or ΨnoInt when ψi is removed from Ψ
in line 15 of Algorithm 2.

First, we use GenNoIntFml to construct ΨnoInt ⊆ {ψ ∈ LTL | ϕ ֌ ψ}
that is constructed by inductively strengthening the operators without intervals.
For example, for ϕ = (�[2,6)p) ∨ ♦q, we have GenNoIntFml(ϕ) = {(�[2,6)p) ∧
♦q, (�[2,6)p) ∨ �q, (�[2,6)p) ∨ ♦�q, (�[2,6)p) ∨ �♦q}. We note that for any LTL
formula ϕ, GenNoIntFml(ϕ) is a finite set.

Then, we use GenIntFml to construct a finite set ΨInt of LTL formulas by
modifying the “Eventually” and “Globally” operators with intervals in ϕ. We
employ heuristics to take the midpoint of the lower or upper bound when shrink-
ing the interval. For example, let ϕ = (�[2,6)p)∨♦q and the bound N of the time
horizon be N = 30. We start from [i′, j′) = [0,∞) (in line 9 of Algorithm 3) and

2 More precisely, ΨnoInt is a queue and its FIFO order is used in ChooseFml in
Algorithm 5.
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Algorithm 3: The candidate generation GenCandidate in our imple-
mentation, where N ∈ N is the bound of the time horizon

1 Function GenCandidate(ϕ):
input : An LTL formula ϕ
output : The strengthened LTL formulas Ψ used in Algorithm 2

2 ΨnoInt ← GenNoIntFml(ϕ) // Strengthen the operators without

intervals

3 ΨInt ← GenIntFml(ϕ) // Strengthen the operators with intervals

4 return ΨnoInt ∪ ΨInt

5 Function GenIntFml(ϕ):
6 ΨInt ← ∅
7 switch the syntactic structure of ϕ do
8 case ϕ = �[i,j)µ do
9 i′ ← 0; j′ ←∞

10 while [i, j) ( [i′, j′) do
11 ΨInt ← ΨInt ∪ {�[i′,j′)µ}

12 if i > i′ then i′ ← ⌈ i+i′

2
⌉; j′ ← N

13 else j′ ← ⌊ j+j′

2
⌋

14 case ϕ = ♦[i,j)µ do
15 ΨInt ← GenIntFml(�[i,i+1)µ)
16 i′ ← i; j′ ← i+ 1
17 while [i, j) ) [i′, j′) do
18 ΨInt ← ΨInt ∪ {♦[i′,j′)µ}

19 if i < i′ then i′ ← ⌊ i+i′

2
⌋

20 else j′ ← ⌈ j+j′

2
⌉

21 case ϕ = �µ do
22 ΨInt ← {�µ

′ | µ′ ∈ GenIntFml(µ)}
23 case ϕ = µ ∨ ν do
24 ΨInt ← {µ

′ ∨ ν | µ′ ∈ GenIntFml(µ)} ∪ {µ∨ ν′ | ν′ ∈ GenIntFml(ν)}
25 case ϕ = µ ∧ ν do
26 ΨInt ← {µ

′ ∧ ν | µ′ ∈ GenIntFml(µ)} ∪ {µ∧ ν′ | ν′ ∈ GenIntFml(ν)}

27 return ΨInt

repeatedly update the lower bound i′ to the midpoint of i and i′ (line 12) to gen-
erate an LTL formula with it. Namely, we generate (�[0,∞)p)∨♦q, (�[1,30)p)∨♦q,
and (�[2,30)p)∨♦q. Once we have i = i′, we repeatedly update the upper bound
j′ to the midpoint of j and j′ (line 13), and use [i′, j′) for the LTL genera-
tion. Namely, we generate (�[2,18)p) ∨ ♦q, (�[2,12)p) ∨ ♦q, (�[2,9)p) ∨ ♦q, and
(�[2,7)p) ∨ ♦q. By this construction, we have finer-grained strengthening when
the strengthened formula is closer to the original formula while ignoring many
strengthened formulas far from the original one for efficiency.

In ChooseFml (in Algorithm 5), we take one of the strongest LTL formulas in
ΨnoInt and take all the strongest LTL formulas in ΨInt. We note that the strength
of LTL formulas is a strict partial order, and there may be multiple strongest
specifications.
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Algorithm 4: Candidate generation by strengthening the operators
without intervals
input : An LTL formula ϕ
output : A queue ΨnoInt of LTL formulas that are obtained by strengthening

the operators without intervals in ϕ
1 Function GenNoIntFml(ϕ):
2 ΨnoInt ← () // ΨnoInt is a queue of strengthened specs

3 switch the form of ϕ do
4 case ϕ = µ ∨ ν do
5 push µ ∧ ν to ΨnoInt

6 forall µ′ ∈ GenNoIntFml(µ) do
7 push µ′ ∨ ν to ΨnoInt

8 forall ν′ ∈ GenNoIntFml(ν) do
9 push µ ∨ ν′ to ΨnoInt

10 case ϕ = ♦µ do
11 return (�µ, ♦�µ, �♦µ, ♦µ)
12 case ϕ = µ U ν do
13 return (�µ ∧�ν, �µ ∧ ♦�ν, �µ ∧�♦ν)
14 case ϕ = µ ∧ ν do
15 forall µ′ ∈ GenNoIntFml(µ) do
16 push µ′ ∧ ν to ΨnoInt

17 forall ν′ ∈ GenNoIntFml(ν) do
18 push µ ∧ ν′ to ΨnoInt

19 case ϕ = �µ do
20 forall µ′ ∈ GenNoIntFml(µ) do
21 push �µ′ to ΨnoInt

22 return ΨnoInt

Algorithm 5: Our implementation of ChooseFml

input : A set Ψ of the candidates of the strengthened LTL formulas consists
of ΨInt and ΨnoInt

output : A set Ψchosen of LTL formulas chosen from Ψ

1 Ψchosen ← ∅
2 Ψ ′

noInt ← ΨnoInt

// Find the first formula in ΨnoInt with no stronger formulas in

ΨnoInt

3 while Ψ ′

noInt 6= ∅ do
4 pop ψ from Ψ ′

noInt

5 if ∀ψ′ ∈ Ψ ′

noInt. ψ 6� ψ′ then
6 Ψchosen ← Ψchosen ∪ {ψ}
7 break

8 Ψchosen ← Ψchosen ∪ {ψ ∈ ΨInt | ∀ψ
′ ∈ ΨInt. ψ 6� ψ

′}
9 return Ψchosen
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4 Experiment

We conducted experiments to evaluate the efficiency of our BBC enhanced by
model checking with strengthened LTL formulas. We compared our method with
a tool FalCAuN [37] for robustness-guided BBC for CPSs. We implemented a
prototype tool based on FalCAuN in Java 3.

4.1 Experiment setup

As the CPSM under test, we used the Simulink model of an automatic transmis-
sion system [19], one of the standard models in the falsification literature. Given
a 2-dimensional signal of the throttle and the brake, the automatic transmission
model M returns a 3-dimensional signal of the velocity v, the engine rotation ω,
and the gear g. The range of the throttle and the brake are [0, 100] and [0, 325],
respectively. The domains of v and ω are positive reals, and the domain of g is
{1, 2, 3, 4}. As the specification, we used the set of the STL formulas in Table 1.
The STL formulas ϕ1 and ϕ2 are taken from [39], and ϕ3-ϕ5 are our original.
Since the length of the input and output signals in our experiment is less than
30, we let the bound N in Algorithm 3 be 30.

Since the input and the output of the system M under test are continuous,
we cannot directly apply BBC for the falsification of M. In our experiments, we
use the following discretization both in time and values. For the discretization in
time, we use fixed-interval sampling of every one second. For the discretization
of input values, we use the following 4 (= 2×2) values: the throttle is either 0 or
100, and the brake is either 0 or 325. For the discretization of output values, we
use the coarsest atomic propositions AP that is a partition of the output range
compatible with the inequalities in the STL formula in each benchmark. For
example, since the inequality constraints in the STL formula ϕ1 are v < 100 and
v > 75, the atomic propositions AP for ϕ1 is {v ≤ 75, 75 < v < 100, 100 ≤ v}.

Among the optimization methods supported by FalCAuN to search for a
counterexample in the equivalence testing, we use a genetic algorithm. Due to
the stochastic nature of a genetic algorithm, we executed each benchmark 50
times. For each execution, we measured the time and the number of the Simulink
executions to falsify the STL formula. We set the timeout of each execution to 4
hours. We experimented on a Google Cloud Platform c2-standard-4 instance (4
vCPUs and 15.67GiB RAM). We used Debian 10 buster and MATLAB R2020b.

4.2 Performance evaluation

Table 2 shows the summary of the experiment results. Execution times are shown
in minutes. For each STL formula ϕi, we observe that, on average, our method
falsified ϕi in a shorter time than the baseline. Moreover, on average, the number
of Simulink executions of our method is smaller than that of baseline. Further-
more, the number of timeouts of our method is smaller than or equal to that

3 Our implementation is publicly available in https://github.com/MasWag/FalCAuN/releases/tag/RV2021.

https://github.com/MasWag/FalCAuN/releases/tag/RV2021
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Table 1: List of the STL formulas in our benchmarks
STL formula

ϕ1 �[0,26](v < 100) ∨ �[28,28](v > 75)
ϕ2 �((ω < 4770) ∨ (�[1,1](ω > 600)))
ϕ3 �((g > 3) ∨ (ω < 4775) ∨ ♦[0,2](g > 3))
ϕ4 �((g > 2) ∨ ((g < 2) U (v > 30)))
ϕ5 �((♦[0,3](ω < 4000)) ∨ (♦[0,3](v > 100)))

Table 2: Summary of the experiment result of 50 executions for our benchmarks.
The numbers T/N in each cell at “average” and “std. dev.” columns are the time
T [min.] to falsify the specification and the number N of Simulink executions
to falsify the specification. The number N in each cell at “timeout” column is
the number N of timeouts to falsify the specification. In this experiment, the
timeout is 4 hours. For each benchmark ϕi, we highlight the best cell in average
column in terms of the following order: T/N is better than T ′/N ′ if and only if
we have T < T ′ or we have both T = T ′ and N < N ′. For each benchmark, the
cells of the smallest number of timeouts is highlighted.

Our method Baseline (FalCAuN)
average std. dev. timeout average std. dev. timeout

ϕ1 19.29 / 6664.7 7.16 / 1962.7 0 26.70 / 9471.0 15.19 / 5412.2 0
ϕ2 54.89 / 19066.1 42.38 / 13609.3 5 78.71 / 27362.6 57.85 / 18761.1 13
ϕ3 16.43 / 6068.8 18.65 / 6622.2 1 17.35 / 6306.3 25.60 / 8195.7 1
ϕ4 2.53 / 957.0 1.08 / 478.6 0 7.48 / 2323.5 5.40 / 1683.2 0
ϕ5 4.92 / 1785.4 2.07 / 803.5 0 5.19 / 2003.4 2.31 / 904.5 0

of the baseline. Overall, the experiment results in Table 2 suggest that model
checking with strengthened STL formulas makes the BBC more efficient.

Although our method outperforms the baseline for all the STL formulas, we
also observe that the amount of acceleration differs among the formulas. For ϕ4,
our method was about 66% faster than the baseline, and acceleration was the
largest. This is because our method generates four strengthened specifications
by strengthening the “Until” operator in ϕ4. They guided the learning of an
automaton in BBC. For ϕ1 and ϕ2, acceleration by our enhancement was about
27% to 30%, which is significant but not as much as the one for ϕ4. This is
because our method generates many strengthened specifications by changing the
interval of the “Globally” operators while model checking with them guided the
Mealy machine learning in the BBC. Although many specifications are generated
by our specification strengthening, the falsification of the original specifications
in ϕ1 and ϕ2 is difficult and time consuming, the overhead due to the model
checking with many strengthened LTL formulas is not significant.

In contrast, for ϕ3 and ϕ5, our method was only about 5% faster than the
baseline. For ϕ3, by definition of the strengthening relation in Definition 8, fal-
sification of most of the strengthened specifications requires the output signal to
violate both g > 3 and ω < 4775 (almost) at the same time, which is a falsifica-
tion of a disjunctive specification and tends to be difficult [34]. Since falsification
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of most of the strengthened STL formulas is difficult, the improvement thanks
to the model checking with them is limited. One of the future directions to over-
come this issue is enhancing genetic algorithm-based equivalence testing, e. g.,
utilizing ranking [34]. Another direction is to strengthen the specification by
modifying the thresholds to make the specification strengthening finer-grained.

For ϕ5, since the original specification ϕ5 is not difficult and we can falsify
it relatively quickly, we cannot ignore the overhead of model checking with the
strengthened specifications. For such a situation, possible future work is an im-
provement of the choice of the strengthened STL formulas, e. g., by performing
binary search on the strengthening of specifications to reduce the number of
specifications to be model-checked.

5 Conclusions and future work

One of the issues in BBC for CPSs is its long execution time. In particular,
the execution time of the equivalence test tends to be the bottleneck because an
equivalence test consists of many system executions and each execution of a CPS
is time-consuming. To reduce the number of the equivalence tests, we proposed
an enhancement of BBC via model checking with strengthened specifications.
By model checking with an LTL formula ψ stronger than the original formula
ϕ, we have more chance to obtain a witness of the violation, and such a witness
tends to be helpful for the refinement of the learned Mealy machine M̃. Our
experiment result shows that our method accelerates BBC, and our method is
up to 66 % faster than the conventional BBC.

When the complexity of the original LTL formula ϕ is high, e. g., contain-
ing many temporal operators, the number of the strengthened formulas tends
to be huge. In such a case, our current naive choice of the LTL formulas to be
model checked, i. e., GenCandidate and ChooseFml in Algorithm 2, may cause
significant overhead. One of the future works is to optimize such a choice of the
model-checked formulas. For example, utilizing a binary search on the strength-
ened formulas or rewriting multiple operators in the original formula at one time
may reduce the number of the model checking execution. Another future work
is to investigate other kinds of specification strengthening. One example is to
change the threshold in the inequalities. Optimization of the robustness-guided
equivalence testing with recent falsification techniques, e. g., [34], is also future
work.
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A Proof of Theorem 1

In the proof of Theorem 1, we use the following notation.

Definition 9 (ϕ � ϕ′). For LTL formulas ϕ and ϕ′, ϕ′ is stronger than ϕ if
for any π ∈ (P(AP))ω and k ∈ N, (π, k) |= ϕ′ implies (π, k) |= ϕ. For such ϕ
and ϕ′, we denote ϕ � ϕ′.

The following proves Theorem 1.

Proof. We prove Theorem 1 by induction on the structure of (ϕ, ψ) ∈ ֌.

1. When ∃µ, ν ∈ LTL. ϕ = µ ∨ ν and ψ = µ ∧ ν. We choose arbitrary π ∈
(P(AP))ω and k ∈ N. We assume (π, k) |= µ ∧ ν. By the definition of the
semantics of LTL formulas in Definition 2, we have (π, k) |= µ and (π, k) |=
ν. Therefore, we have (π, k) |= µ or (π, k) |= ν. By Definition 2, we have
(π, k) |= µ ∨ ν. We thus get µ ∨ ν � µ ∧ ν. This is ϕ � ψ.

2. When ∃µ ∈ LTL. ϕ = ♦µ and ψ = �♦µ. We choose arbitrary π ∈ (P(AP))ω

and k ∈ N. We assume (π, k) |= �♦µ. Expanding the syntactic abbreviations
of LTL formulas, we have (π, k) |= ¬(⊤ U (¬(⊤ U µ))). By Definition 2, we
have (π, k) 2 ⊤ U (¬(⊤ U µ)), and it follows that ∀l ∈ [k,∞). (π, l) 2 ¬(⊤ U
µ) ∨ ∃m ∈ {k, k + 1, · · · , l}. (π,m) 2 ⊤. Here, since (π, n) 2 ⊤ does not
hold for any natural number n, we have (π, k) 2 ¬(⊤ U µ). By Definition 2,
we have (π, k) |= ⊤ U µ. Using the definition of the notation of ♦ operator,
we have (π, k) |= ♦µ. We thus get ♦µ � �♦µ. This is ϕ � ψ.

3. When ∃µ ∈ LTL. ϕ = �♦µ and ψ = ♦�µ. We choose arbitrary π ∈
(P(AP))ω and k ∈ N. We assume (π, k) |= ♦�µ. Expanding the syntac-
tic abbreviations of LTL formulas, we have (π, k) |= ⊤ U (¬(⊤ U ¬µ)).
By Definition 2, we have ∃l ∈ [k,∞). (π, l) |= ¬(⊤ U ¬µ) ∧ ∀m ∈
{k, k + 1, · · · , l}. (π,m) |= ⊤. From (π, l) |= ¬(⊤ U ¬µ), it follows that
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(π, l) 2 ⊤ U ¬µ, and we have ∀l′ ∈ [l,∞). (π, l′) 2 ¬µ ∨ ∃m′ ∈ {l, l +
1, · · · , l′}. (π,m′) 2 ⊤. Here, since (π, n) 2 ⊤ does not hold for any natu-
ral number n, we have ∀l′ ∈ [l,∞). (π, l′) 2 ¬µ. By Definition 2, we have
∀l′ ∈ [l,∞). (π, l′) |= µ. In other words, there exists a natural number
l ∈ [k,∞), and for any natural number l′ after l, we have (π, l′) |= µ.
Therefore, we have ∀p ∈ [k,∞). ∃q ∈ [p,∞). (π, q) |= µ. Since (π, n) |= ⊤
holds for any natural number n, we have ∀p ∈ [k,∞). ∃q ∈ [p,∞). (π, q) |=
µ ∧ ∀r ∈ {p, p + 1, · · · , q}. (π, r) |= ⊤. By the definition of U operator in
Definition 2, we have ∀p ∈ [k,∞). (π, p) |= ⊤ U µ. Furthermore, we have
∀p ∈ [k,∞). (π, p) |= ⊤ U µ ∨∃r′ ∈ {k, k+1, · · · , p}. (π, r′) 2 ⊤. We take the
whole negative and use the definition of U operator in Definition 2, then we
have (π, k) 2 ⊤ U (¬(⊤ U µ)). By the definition of ¬ operator in Definition 2
and the definition of the syntactic abbreviations of LTL formulas, we have
(π, k) |= �♦µ. We thus get �♦µ � ♦�µ. This is ϕ � ψ.

4. When ∃µ ∈ LTL. ϕ = ♦�µ and ψ = �µ. We choose arbitrary π ∈ (P(AP))ω

and k ∈ N. We assume (π, k) |= �µ. Expanding the syntactic abbreviations
of LTL formulas, we have (π, k) |= ¬(⊤ U ¬µ). By Definition 2, we have
(π, k) 2 ⊤ U ¬µ. Furthermore, we have ∀l ∈ [k,∞). (π, l) 2 ¬µ ∨ ∃m ∈
{k, k+1, · · · l}. (π, k) 2 ⊤. Here, since (π, n) 2 ⊤ does not hold for any natural
number n, we have ∀l ∈ [k,∞). (π, l) 2 ¬µ. By Definition 2, we have ∀l ∈
[k,∞). (π, l) |= µ. Since we have k ∈ [k,∞) and ∀l ∈ [k,∞). (π, l) |= µ, we

have ∃l ∈ [k,∞).
(

∀l′ ∈ [l,∞). (π, l′) |= µ ∨∃m′ ∈ {l, l+1, · · · , l′}. (π,m′) 2

⊤
)

∧ ∀m ∈ {k, k+1, · · · , l}. (π,m) |= ⊤. By Definition 2, we have (π, k) |=

♦�µ. We thus get ♦�µ � �µ. This is ϕ � ψ.
5. When ∃µ ∈ LTL. ∃i, j ∈ N ∪ {∞}. ϕ = ♦[i,j)µ and ψ = �[i,j)µ. We choose

arbitrary π ∈ (P(AP))ω and k ∈ N. We assume (π, k) |= �[i,j)µ. Expanding
the syntactic abbreviations of LTL formulas, we have (π, k) |= ¬(⊤ U[i,j) ¬µ).
By Definition 2, we have ∀l ∈ [k + i, k + j). (π, l) |= µ ∨ ∃m ∈ {k, k +
1, · · · , l}. (π,m) 2 ⊤. Here, since (π, n) 2 ⊤ does not hold for any natural
number n, we have ∀l ∈ [k + i, k + j). (π, l) |= µ. Therefore, we have ∃l′ ∈
[k+i, k+j). (π, l′) |= µ. Since (π, n) |= ⊤ holds for any natural number n, we
have ∃l′ ∈ [k+ i, k+ j). (π, l′) |= µ ∧ ∀m′ ∈ {k, k+1, · · · , l′}. (π,m′) |= ⊤.
By Definition 2, we have (π, k) |= ⊤ U[i,j) µ. Using the notation of LTL
formulas, we have (π, k) |= ♦[i,j)µ. We thus get ♦[i,j)µ � �[i,j)µ. This is
ϕ � ψ.

6. When ∃µ, ν ∈ LTL. ϕ = µ U ν and ψ = �µ ∧ �♦ν. We choose arbitrary
π ∈ (P(AP))ω and k ∈ N. We assume (π, k) |= �µ ∧ �♦ν. By the defi-
nition of the semantic of LTL formulas Definition 2, we have (π, k) |= �µ
and (π, k) |= �♦ν. Expanding the syntactic abbreviations of LTL formu-
las, from (π, k) |= �µ, it follows that ∀l ∈ [k,∞). (π, l) |= µ ∨ ∃m ∈
{k, k + 1, · · · , l}. (π,m) 2 ⊤. Here, since (π, n) 2 ⊤ does not hold for any
natural number n, we have ∀l ∈ [k,∞). (π, l) |= µ. Also, from (π, k) |= �♦ν,
doing the same as 2., we have ∀l ∈ [k,∞). (π, l) |= (⊤ U ν) ∨ ∃m ∈
{k, k + 1, · · · , l}. (π,m) 2 ⊤. Since (π, n) 2 ⊤ does not hold for any natural
number n, we have ∀l ∈ [k,∞). (π, l) |= (⊤ U ν). Since k ∈ [k,∞), we have
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(π, k) |= ⊤ U ν. By Definition 2, we have ∃l′ ∈ [k,∞).(π, l′) |= ν ∧ ∀m′ ∈
{k, k + 1, · · · , l′}. (π,m′) |= ⊤. Therefore, from ∃l′ ∈ [k,∞).(π, l′) |= ν and
∀l ∈ [k,∞). (π, l) |= µ, it follows that ∃l′ ∈ [k,∞).(π, l′) |= ν ∧ ∀r ∈
{k, k+1, · · · l′}. (π, r) |= µ. By Definition 2, we have (π, k) |= µ U ν We thus
get �µ ∧�♦ν � µ U ν. This is ϕ � ψ.

7. When ∃µ ∈ LTL. ∃i, j, i′, j′ ∈ N ∪ {∞}. [i, j) ) [i′, j′) and ϕ = ♦[i,j)µ and
ψ = ♦[i′,j′)µ. We choose arbitrary π ∈ (P(AP))ω and k ∈ N. We assume
(π, k) |= ♦[i′,j′)µ. Expanding the syntactic abbreviations of LTL, we have
(π, k) |= ⊤ U[i′,j′) µ. By the semantics of LTL formula Definition 2, there
exists l ∈ [k+i′, k+j′) such that (π, l) |= µ and ∀m ∈ k, k+1, . . . , l. (π,m) |=
⊤. Since [i, j) ) [i′, j′), we have l ∈ [i, j). Since (π, n) |= ⊤ holds for any
natural number n, we have (π, l′) |= µ and ∀m ∈ k, k+ 1, . . . , l. (π,m) |= ⊤.
By Definition 2, we have (π, k) |= ⊤ U[i,j) µ. By the syntactic abbreviations,
we have (π, k) |= ♦[i,j)µ. We thus get ♦[i,j)µ � ♦[i′,j′)µ. This is ϕ � ψ.

8. When ∃µ, ν ∈ LTL. ν ֌ µ and ϕ = ¬µ and ψ = ¬ν. By induction hypoth-
esis, we have ν � µ. We choose arbitrary π ∈ (P(AP))ω and k ∈ N. We
assume (π, k) |= ¬ν. By the semantics of LTL formula Definition 2, we have
(π, k) 6|= ν. From ν � µ, it follows that (π, k) |= µ =⇒ (π, k) |= ν. Taking
the contrapositive, we have (π, k) 6|= ν =⇒ (π, k) 6|= µ. Therefore, we have
(π, k) 6|= µ. By Definition 2, we have (π, k) |= ¬µ. By Definition 9, we have
¬µ � ¬ν. This is ϕ � ψ.

9. When ∃µ, µ′, ν ∈ LTL. µ֌ µ′ and ϕ = µ ∨ ν and ψ = µ′ ∨ ν. By induction
hypothesis, we have µ � µ′. We choose arbitrary π ∈ (P(AP))ω and k ∈ N.
We assume (π, k) |= µ′∨ν. By the semantics of LTL formula Definition 2, we
have (π, k) |= µ′ or (π, k) |= ν. From µ � µ′, it follows that (π, k) |= µ′ =⇒
(π, k) |= µ. Therefore, we have (π, k) |= µ or (π, k) |= ν. By Definition 2, we
have (π, k) |= µ ∨ ν. By Definition 9, we have µ ∨ ν � µ′ ∨ ν. This is ϕ � ψ.

10. When ∃µ, ν, ν′ ∈ LTL. ν ֌ ν′ and ϕ = µ ∨ ν and ψ = µ ∨ ν′. By induction
hypothesis, we have ν � ν′. We choose arbitrary π ∈ (P(AP))ω and k ∈ N.
We assume (π, k) |= µ∨ν′. By the semantics of LTL formula Definition 2, we
have (π, k) |= µ or (π, k) |= ν′. From ν � ν′, it follows that (π, k) |= ν′ =⇒
(π, k) |= ν. Therefore, we have (π, k) |= µ or (π, k) |= ν. By Definition 2, we
have (π, k) |= µ ∨ ν. By Definition 9, we have µ ∨ ν � µ ∨ ν′. This is ϕ � ψ.

11. When ∃µ, ν ∈ LTL. µ ֌ ν and ϕ = Xµ and ψ = Xν. By induction
hypothesis, we have µ � ν. We choose arbitrary π ∈ (P(AP))ω and k ∈ N.
We assume (π, k) |= Xν. By the semantics of LTL formula Definition 2,
we have (π, k + 1) |= ν. From µ � ν, it follows that (π, k + 1) |= ν =⇒
(π, k + 1) |= µ. Therefore, we have (π, k + 1) |= µ. By Definition 2, we have
(π, k) |= Xµ. By Definition 9, we have Xµ � Xν. This is ϕ � ψ.

12. When ∃µ, ν, ν′ ∈ LTL. ∃i, j ∈ N ∪ {∞}. ν ֌ ν′ and ϕ = µ U[i,j) ν and
ψ = µ U[i,j) ν′. By induction hypothesis, we have ν � ν′. We choose
arbitrary π ∈ (P(AP))ω and k ∈ N. We assume (π, k) |= µ U[i,j) ν

′. By
the semantics of LTL formula Definition 2, there exists l ∈ [i + k, j + k)
such that (π, l) |= ν′ and ∀m ∈ k, k + 1, . . . , l. (π,m) |= µ. From ν � ν′, it
follows that (π, k) |= ν′ =⇒ (π, k) |= ν. Therefore, we have (π, l) |= ν and
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∀m ∈ k, k+1, . . . , l. (π,m) |= µ. By Definition 2, we have (π, k) |= µ U[i,j) ν.
By Definition 9, we have µ U[i,j) ν � µ U[i,j) ν

′. This is ϕ � ψ.
13. When ∃µ ∈ LTL. ϕ ֌ µ and µ ֌ ψ. By induction hypothesis, we have

ϕ � µ and µ � ψ. We choose arbitrary π ∈ (P(AP))ω and k ∈ N. We
assume (π, k) |= ψ. By µ � ψ, we have (π, k) |= µ. By ϕ � µ, we have
(π, k) |= ϕ. By Definition 9, we have ϕ � ψ.

⊓⊔
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