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Abstract. Current attempts to understand human-machine systems are complex
and unwieldy. Multiple disciplines throw different concepts and constructs at the
problem, but there is no agreed-to framework to assemble these interrelated mov-
ing parts into a coherent system.We propose interdependence as the common fac-
tor that unifies and explains these moving parts and undergirds the different terms
people use to talk about them. In this chapter,wewill describe a sound and practical
theoretical framework based on interdependence that enables researchers to pre-
dict and explain experimental results in terms of interlocking relationships among
well-defined operational principles. Our exposition is not intended to be exhaus-
tive, but instead aims to describe the basic principles in a way that allows the gist
to be grasped by a broad cross-disciplinary audience through simple illustrations.
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1 Introduction

Technology has always been tied to human activity. The need for this relationship is
self-evident because technology is not developed for its own sake, but rather for human
ends in settings that inevitably include humans as beneficiaries and facilitators. In short,
we might say that “no technology is an island” [1]. For this reason, providing support
for interdependence within mixed groups of people and technological components is
not a mere nice-to-have but rather an essential requirement of smooth-running work and
play involving any technology. Despite this, consideration for interdependence is often
deferred until it is too late in the design process, if not ignored altogether.

One of the reasons people fail to take the importance of interdependence into account
has to do with the inaccurate or imprecise terminology we frequently use to describe
technology. For example, the term “autonomy” (as used today and for the foreseeable
future) is at best a “wishful mnemonic” [2] and at worst a costly (and potentially deadly)
misconception [3]. It drives the single-minded pursuit of the illusory always-just-out-
of-reach chimera of flawless performance in every situation needed for the goal of a
perfectly independent system, rather than the more practical but less glamorous goal
of creating machines that can work interdependently with and for people [1]. Misun-
derstanding human-machine interdependence inevitably leads to misguided arguments,
mischaracterized results, misinformed claims, and misinterpreted conclusions.
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Several research efforts have made strides in re-framing the problem in a way that
highlights the needs and contributions of people whenever technology is applied. User-
centered design (e.g., [4]) and human-centered approaches (e.g., [5]) have led the way
in this respect. Unfortunately, relatively little has changed in the decades since these
approaches were first defined. Despite the many improvements that efforts to apply these
approaches have provided, the evolution of new technology remains largely technology-
driven. Why is this so?

In our experience, one of the biggest reasons is that the process of accounting for the
needs and contributions of people remains more of an art than a science. Acknowledging
the essential role that people play in successful technology deployment is only the first
step. Going further, many well-reasoned approaches fail because they fail to bridge the
gulf that extends an elegant theory into the realm of implementation. AI and system
engineers cannot live by abstract design concepts alone, but require guidance and tools
that allow them to map general principles to specific situations [6]. Engineers, who may
not be experts on human-machine teaming, will probably get very limited mileage out of
high-level concepts like the infuriatingly vague requirement of keeping humans “in-the-
loop.” The gap between developers writing code and theoreticians providing guidance
divorces research from real-world technology design and implementation.

Another significant challenge is the breadth and complexity of domains to be mas-
tered to ensure effective human-machine teaming. The topic spans a wide range of disci-
plines, each with their own theories, principles, and terminology. Consensus is difficult
because researchers with different backgrounds tend to talk crossways to each other.
Without a framework that can span multiple domains and connect a range of concepts
in workable synergy, it is difficult to translate advances from one area to another.

2 Interdependence as an Integrative Framework for Teamwork

In line with what is suggested in the title of the workshop where the ideas in the present
chapter were first presented (Toward the Science of Interdependence for Autonomous
Human-Machine Teams), we believe that the key to understanding human-machine team-
work is understanding interdependence [7]. Though teamwork comes in many shapes
and sizes, we have learned from long experience that recognizing, supporting and man-
aging interdependence is the common ingredient that transforms capable individual
performers into great teammates, no matter what the task or situation.

The same message is echoed across a range of research domains throughout the
research literature. Organizational theorists Malone and Crowston specifically define
effective coordination in terms of “managing dependencies between activities” [8].
Human teamwork specialists have likewise identified appropriate interdependence
among team members as a defining feature of a well-oiled team [9]. Human-machine
researchers such as Paul Feltovich have identified interdependence as the very essence
of joint activity [10].
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We all know this intuitively. But how can we apply our intuitions in a practical
manner?

2.1 The Challenge

Fig. 1. Some of the many concepts that make up the conceptual space of human-machine
teamwork and technology in general.

As we have argued above, a scientific approach to human-machine teamwork requires
a framework for understanding and associating the concepts that make up this complex
multi-disciplinary domain. Figure 1 shows some of the more common concepts used
when discussing technology, particularly in the domain of human-machine teaming.
The goal of our research is to advance the conversation on how such concepts might fit
together, enabling research results from each of these fields to contribute their unique
perspectives comfortably and compatibly. We propose that “interdependence” is not
only the key principle that unlocks an understanding of teamwork overall but also the
means of framing these seemingly disparate research perspectives as parts of a common
endeavor. We will present our argument for this claim by unfolding a series of concept
maps describing the framework, followed by a discussion of how this framework relates
to the terminology and perspectives of colleagues working on similar problems.

2.2 What Criteria Define Joint Activity That Is Teamwork?

The first concept we will introduce is that of “joint activity,” inspired by the work
of the distinguished linguist Herbert Clark [11]. To better intuit the concept of joint
activity, consider an example of playing the same sheet of music as a solo versus a duet.
Although the sheet of music used by the performer is identical in both situations, the
processes involved in performance are different due to the interdependence relationship
that governs the “joint activity” of the two artists [12].
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Fig. 2. There are two criteria defining joint activity as teamwork: theworkmust be interdependent,
and the participants must intend to work together.

We define “joint-work activity” as a special kind of “joint activity.” As depicted in
the concept map shown in Fig. 2, there are two basic criteria for the kind of “joint-work
activity” that we are concerned with in this chapter, a kind of joint-work activity we
might rightfully refer to as “teamwork”:

1. The participants intend to work jointly toward their common goal;
2. The work itself is to be carried out in a manner that puts the participants in a state

of interdependence.

In the example above, the soloist deliberately intended to work alone and the work
itself was not carried out in an interdependent fashion. On the other hand, to play a
duet, the two players must consciously work together in an interdependent and mutually
supportive manner, thus, the duet is joint-work activity.

Fig. 3. Some examples of activity that are not teamwork and some that are.
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Often it helps to consider what things are not to better understand what they are.
Figure 3 extends our concept map with examples that draw finer distinctions between
teamwork from independent activity or other kinds of joint activity:

• Independent activity. Clearly, some work is independent. Those who engage in inde-
pendent work have no intention to work with others. Examples include going on a
hike by oneself or writing a paper alone.

• Competitive activity. The adversaries involved in competitive sports activities, though
playing against each other, are clearly interdependent. For this reason, it is appropriate
to call their work “joint activity.” However, the competitors do not intend to work
together cooperatively to advance a win-win situation that will advance the prospects
of both teams but rather are consciously trying to work against each other to produce
a win-lose outcome selfishly favoring only their own team.While teamwork is crucial
within each team—and while minimal cooperation in keeping the rules and showing
common courtesy is needed in order to play a fair and enjoyably sociable game—the
nature of the joint activity itself mitigates against cross-team teamwork of the sort
that would help the other team score points for themselves.

• Social activity. Although members of a running club intend to practice their sport at
the same time and place for social reasons, the work itself is typically done more or
less independently by each runner. While club members may provide support, tips,
and encouragement for one another, the skill of running ultimately cannot be improved
vicariously for someone else. Social activity of this sort is not teamwork in the sense
we have defined it because the state of interdependence between club members is
primarily social and only indirectly impacts the performance of the work itself.

• Norm-governed cooperation. Although drivers on a busy road are in a state of inter-
dependence and may cooperate with each other in ways that are mutually beneficial to
other drivers, in most cases they do not share a common destination. In ordinary situ-
ation, they rely for the most part on traffic laws and norms (e.g., driving courteously)
to manage their interdependence with other drivers. We exclude cooperation of this
type—the “do no harm” type of cooperation that is merely intended to provide a level
playing field whereby all drivers can get to their own separate destinations—from our
definition of teamwork.

• Teamwork. Musicians playing a duet and members of the same soccer team con-
sciously intend to work together and are clearly in an interdependent state as they
jointly pursue common rather than competing goals. This sort of joint-work activity
can be rightfully called “teamwork” in the sense that other kinds of joint activity
cannot.

In summary, our two criteria of interdependent and intentionally sharedwork exclude
looser forms of joint activity, such as social activity and norm-governed cooperation,
that do not resemble teamwork of the sort we are discussing.While social activity, norm-
governed cooperation, and competition could be seen as examples of joint activity, they
do not rise to the level of what most people would call teamwork. That said, it is not
uncommon for looser forms of joint activity to develop features that border on or may
even cross over into joint-work activity. For example, two drivers may use eye contact
and hand signals to help each other avoid collisions while changing lanes in traffic.
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Similarly, although physical workouts are, strictly speaking, an individual matter, you
might ask someone to spot you in a gym and running club members might offer you
encouragement, which can indeed help your performance. The fluid nature of joint
activity sometimes makes it challenging to understand teamwork.

Figure 3 does not exhaust the possibility for additional nuanced forms of joint and
independent activity. There are no doubt interesting examples we have not covered.1

However, we hope the brief discussion in this section will suffice to give readers enough
of an intuition about what constitutes “teamwork” to proceed with the next phase of our
discussion.

2.3 What Makes Teamwork a Special Kind of Joint-Work Activity?

Fig. 4. There are two additional factors that help differentiate teamwork as a special kind of joint
activity: group identity and commitment to the group.

Even within joint-work activity, there are additional factors that go further in distin-
guishing teamwork from more ordinary kinds of joint-work activity, as depicted in
Fig. 4:

1. Team members tend to share a group identity. In sports, this identity may be made
salient by things like uniforms, team names, slogans, and mascots. But these kinds

1 Examples might include asynchronous vs. synchronous collaborative work (e.g., software
development teamwork), independent work on shared goals (e.g., independent charitable
organizations trying to eradicate poverty, reduce death and illness, or reduce hunger), and
cooperation established through the (non-intentional) establishment of norms (e.g., cow paths).
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of things in and of themselves do not create group identity, they simply reinforce the
subjective perceptions of group identity held by team members.

2. Team members share a commitment to their group; a commitment that favors their
group over others when decisions must be made. Sometimes that commitment leads
to the sacrifice of individual goals and preferences when they conflict with team
objectives. We might call that trait “team loyalty.”

These factors are not found in all types of joint-work activity. For example, it would
be odd to call temporary, transactional forms of joint activity such as paying a store clerk,
teamwork. In transactional forms of joint activity there is usually no persistent shared
identity and generally no mutual commitment beyond what the immediate situation
demands. (Of course, in everyday life, some people go out of their way to be helpful and
friendly with people they may never meet again, just because they know that valuing
others in this way makes life more pleasant for everyone.)

In summary, teamwork is a special type of joint activity. It requires parties that intend
to work together in an interdependent manner. The members of the team tend to share
a form of group identity, unique to the team, and a commitment of loyalty to the team
that influences their decision-making.While this background understanding is helpful in
understanding what we mean—and what we don’t mean—when we speak of teamwork,
we need to dig deeper in order to apply the concept effectively to the design and use of
technology.

2.4 Where Does Interdependence Come from?

Now that we have laid out the basic features that distinguish teamwork as a type of joint
activity, we can start discussing interdependence. Figure 5 extends our concept map for
the discussion. Teamwork starts with a shared goal, either implicit or explicit. This goal
is what you intend to work together for, which leads to what we might call a “skeletal
plan” [13]. In most of what we do in life, we start with a general, skeletal plan of what
we need to do and then flesh out the plan or change it incrementally as we go along.
There is no teamwork without both a shared goal and a shared plan, be they ever so
simple or implicit. Sharing a general goal with someone else’s—like world peace—is
not enough. It is not teamwork until we begin doing something about it together through
the execution of a skeletal plan.

Skeletal plans to support teamwork contain two kinds of requirements: individual
requirements and joint requirements. Individual requirements arewhat one teammember
must do independently. For example, to get some piece of work done you might need
to be able carry things or to fly an airplane on your own. The joint requirements within
a plan create a state of interdependence between some set of participants with respect
to some part of the work to be performed. For example, the plan may require you to lift
your side of a large table that is being moved, or to continually monitor your teammates
so you can stay aware of any problems that crop up and provide help as needed.

2.5 Where Does the Skeletal Plan Come from?

We have just argued that the state of interdependence that exists between teammates
is generated during execution of the joint requirements of a shared skeletal plan. But
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Fig. 5. A state of interdependence arises when the joint requirements of the skeletal plan are being
executed. Joint requirements stem both from work-related requirements due to interdependence
inherent in the nature of the work itself and relational requirements due to interdependence created
by the intention of the parties to work together.

where does the skeletal plan come from? In brief, there are three necessary elements
(see Fig. 5):

1. Shared goals. One or more shared goals give direction and purpose to the plan.
2. Work-related requirements and context. It is well and good to define the goals of

the work, but to be able to plan successfully, we must know something about the
requirements and context of the work itself. With respect to work requirements, we
need to know, for example, whether tasks need to be done in a particular order, in a
particular way, and whether they can or must be performed by more than one person.
With respect to work context, we must know, for example, if the task is performed
differently in daytime than it is in nighttime, or under different weather conditions,
or when available team members have different capabilities.

3. Relational requirements and context. As an example of a relational requirement,
even though the work itself may not strictly require more than one person to perform
it, the plan may take into account that although assigning two people to the task
may seem a short-term loss of efficiency, it may strengthen the skills or increase
the comradery between them in the long run. More formal relational requirements
are organizational structures such as the chain of command. Examples of relational
context can be simple things like non-availability of a teammate or more nuanced
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contexts such as knowing that two of the people on the team are not getting along
well today.

When these three elements are combined to form a skeletal plan, joint requirements
generally result. As the work progresses, changes to any aspects of the goals, require-
ments, and context are likely to affect the interdependence among the teammates, which
can redefine what counts as good teamwork. This coupling of goals, requirements and
context is another aspect of teamwork that makes it complex.

2.6 How Does Teamwork Relate to Taskwork?

Fig. 6. Teamwork is facilitated by observability, predictability and directability.

Figure 6 extends our concept map to differentiate between teamwork and taskwork.
Specific actions and supportive behaviors that facilitate teamwork address the state of
interdependence between participants in a joint activity that has been created as joint
requirements are in the process of being satisfied. An example of teamwork is when
two individuals carry a large table together. On the other hand, taskwork addresses
requirements that can be handled by a single individual—for example, hammering a
nail. Of course, these are not rigid categories: in theory an individual whose arms are
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long and strong enough might be able to move a large table alone. Likewise, someone
hammering a nail might sometimes need someone to hold the nail. Thus, we might say,
more generally, that every item of taskwork has the potential to develop into a form of
teamwork and vice versa.

As another example of the fluidity of the distinction between taskwork and teamwork,
note that the same action sometimes can be performed in support of either taskwork or
teamwork. For example, opening a door for oneself is simple taskwork, but opening a
door to help a friend is a form of teamwork. The fact that what was originally envisioned
as individual taskworkmay suddenly become a joint-work activity is yet another example
of what makes teamwork difficult to characterize.

Another thing that makes characterizing teamwork difficult is the fact that team
members sometimes invest in joint efforts that require more labor but seem to have no
immediate benefit when compared with the option of doing the work alone. Participants
might justify their “wasteful” behavior by pointing to the possibility of greater rewards
or reduced risk mitigation in the long term. To understand this situation, consider the
short-term irrationality of buying insurance. Because people pay for insurance up front
and the chances of an immediate disaster are small, it is likely that in the short run you
will end up spending more in your premiums than you get back in your claims. However,
when trouble strikes, insurance benefits provide financial relief, potentially forestalling
fiscal ruin. In the same way, although teamwork may sometimes be less efficient than
solo performance, it helps to ensure resilience when challenges arise. For example, a
good copilot will monitor the pilot, verify whether the flight trajectory is appropriate,
and be ready to act if anything goes wrong. However, if everything goes smoothly, there
is no measurable benefit to the outcome (except the confidence provided by having a
reliable backup). Similarly, even when an inattentive or incapable co-pilot is on duty,
there may still be no measurable effect on the outcome when the pilot’s performance is
flawless. Sometimes teamwork benefits and failures are only exposed when things do
not go as planned. For this reason, the value of teamwork should be assessed not only
with respect to those instances where it facilitates actual failure recovery, but also in its
anticipatory, protective function in mitigating the potential risks of failure or allowing
potential exploitation of unforeseen opportunities in the long-run.Determining the sweet
spot in the cost-benefit tradeoffs that govern opportunity exploitation and risk mitigation
is yet another challenge for understanding and evaluating teamwork.

By way of additional clarification, Fig. 5 and Fig. 6 capture the fact that the word
“teamwork” is used in different ways. For example, sometimes it refers generally to the
type of activity in which participants work together interdependently on shared goals, as
shown in Fig. 5. This sense of “teamwork” defines the requirements. At other times, it
refers to the specific actions and supportive behaviors that facilitate the type of activity,
as displayed in Fig. 6. This sense of “teamwork” defines how the requirements are met.
Below we explore this second sense, a sense that is at the heart of the teamwork design
challenge.

2.7 What Kinds of Support Are Needed to Facilitate Teamwork?

We have already seen that teamwork generates joint requirements. Now we seek to
understand what kinds of support are needed to facilitate the satisfaction of those joint
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requirements. In brief, providing effective support for team members as they fulfill joint
requirements is the sine qua non of designing and developing successful human-machine
team performance.

In our view, non-trivial teamwork is facilitated to the degree that joint activity is
supported by some combination of human effort and technology helps in three things:
observability, predictability, and directability (see Fig. 6).

1. Observability refers to how clearly pertinent aspects of one’s status—as well as
one’s knowledge of the team, task, and environment—are observable to others. This
is commonly referred to as “transparency,” but we prefer the term “observability.”
The complement to making one’s own status observable to others is being able to
observe status.

2. Predictability refers to how clearly one’s intentions can be discerned by others and
used to predict future actions, states, or situations. The complement to sharing one’s
own intentions with others is being able to predict the actions of others. It requires
being able to receive and understand information about the intentions of others, to
be able to predict future states, and to take those future states into account when
making decisions.

3. Directability refers to one’s ability to be directed and influenced by others. The
complement is to be able to direct or influence the behavior of others.

These three interdependence relationships are consistent with long standing prin-
ciples in human-centered design [14]. The importance of these three interdependence
relationships can be seen throughout the automation literature with many references to
observability (often referred to as transparency) e.g., [15–18], predictability e.g., [16,
18–20], and directability e.g., [16, 21].

As an example of how observability, predictability, and directability facilitate team-
work, let’s imagine a group working together to search a building. Team members sup-
port observability when they share their current location with others. They support pre-
dictability when they inform the team that they are heading to the second floor. They are
supporting directability when they are able to ask someone to check the stairwell and
also when they allow themselves to be directed by someone else when appropriate.

A given set of joint requirements may not necessitate that the three primary forms
of support for interdependent work (observability, predictability and directability) be
available in equal measure. To satisfy a given joint requirement, support for only one
or two of the three may be sufficient—and sometimes that may be all that is possible.
However, our observations suggest each of the three kinds of support provides a unique
form of facilitation that can become almost essential in a given setting.

For example, consider a situation where you have agreed to meet a new friend for
coffee, without specifying a time. If they were simply observable, through a phone app
that allows you to track their location, you could just monitor their position in real time
and wait to see if they eventually arrive. Though simply observing might eventually
work if you were not in any kind of a hurry and knew that if you waited long enough
they would eventually arrive, your job would be much easier if instead you had agreed
beforehand to meet at a specific time. Agreeing to a specific time allows you to predict
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their arrival time. That way you don’t need to start observing until a few minutes prior
to your appointment.

If you began the habit of meeting every week at the same time, your experience
would allow you to improve your predictions. For instance, you might notice your
friend consistently arrives fifteen minutes late. Your past observations can thus be used
to adjust your future predictions.

Finally, consider the additional usefulness of directability. Your friend calls you on
the phone in advance and asks you to meet him at a different coffee shop this time, thus
influencing your future actions. This example shows how past and current observations,
shared intentions (enabling prediction), and directability work in tandem to facilitate
coordination within teams. Each of these three forms of support has its own cost and
its own value in a given situation. Generally speaking, using all three forms together is
more effective and reliable than relying on only one.

Just as it is helpful to be able to observe, predict, and direct teammates, so it is impor-
tant to be observable, predictable, and directable oneself. Though it is true that one is
sometimes required to observe without being observable, supportive mutual observabil-
ity is usually a plus. Given the inherent differences in humans and machines, the kind
and degree of observability, predictability and directability that is possible for a machine
will rarely be identical and symmetrical to what is possible for a human, but that is to be
expected. Indeed, the same thing is true with any two people. In order to achieve robust
and resilient teamwork, as much support for observability, predictability and directabil-
ity should be provided as can be leveraged effectively in the performance of relevant
joint requirements.

These three forms of teamwork support can be implemented by any number of
specific mechanisms. For example, team members who want to make their actions pre-
dictable by announcing their intentions could equally well communicate them over a
radio channel or using a hand signal—or a combination of both. But, of course, the
choice of an appropriate signaling mechanism depends not only on the capabilities of
the team member sending a message but also on the capabilities of the one receiving it.
Herbert Clark’s joint action ladder [12, p. 147] is a reminder that an interaction requires
complementary capabilities by both participants in the interaction. In other words, a
signal cannot be successfully “observed” unless the receivers are able to attend, perceive
and interpret them.

2.8 How Does Teamwork Continually Adjust Over Time?

As the joint activity progresses, the teamwork and the taskworkwill result in both interim
and final outcomes. Figure 7 extends our concept map to include outcomes, feedback,
and learning. Effective teams will learn from their experiences. Learning from both
immediate outcomes and the results of accumulated outcomes over time can provide
feedback that will affect both the work and relational requirements and context. Future
decision priorities and the skeletal plan itself can be adjusted in light of these results.
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Fig. 7. All plans are tentative, thus activity, including teamwork, needs to adjust over time. The
ability to adjust fluently is one of the most important characteristics of effective teams.

Figure 7 provides a basic summary of our proposed conceptual framework. It empha-
sizes the critical role that interdependence plays in joint activity generally, while empha-
sizing why it is even more crucial in teamwork. Interdependence relationships among
team members stem from their participation in fulfilling joint requirements in the skele-
tal plan. The skeletal plan is formed and adjusted by taking the goals, the nature of
the work, and the participants’ relationships into account. The teamwork necessitated
by work to fulfill joint requirements is facilitated by specific mechanisms that support
observability, predictability and directability. To be successful, thesemechanisms should
be compatible with the complementary abilities of team members to both communicate
and understand the signals used. Learning from immediate and accumulated outcomes
allows requirements, contexts, goals, and plans to be refined and improved as the joint
activity progresses. Another complexity in discussing teamwork is that the term team-
work is used both to describe a certain type of joint activity and also to describe the
processes used to facilitate successful accomplishment of such activity.
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3 How Does the Framework Help Us to Understand the Broader
World of Human-Machine Teamwork?

Wenow return the conceptual soup of different approaches to human-machine teamwork
shown in Fig. 1. We will apply our proposed framework to show selected examples of
how these seemingly disparate research perspectives can be seen as parts of a common
endeavor.

3.1 How Does Interdependence Relate to Situation Awareness?

Fig. 8. Situation awareness (SA) is supported through observability and predictability require-
ments. Failure to meet those requirements will lead to poor situation awareness.

The theory of situation awareness, as outlined by Endsley and Kiris [22], describes
the role of perception and projection in teamwork, a good match for the respective
concepts of observability and predictability in our framework. The joint and individual
requirements determine what information is relevant. Support for situation awareness
must be configured in a way that takes both observability and predictability into account.
Providing more support than is needed for a given task will be unnecessary, potentially
annoying, distracting or overwhelming. Providing less than is needed will be potentially
detrimental. Situation awareness, even when properly matched to the interdependence
needs of joint requirements, can be hampered if the specific mechanisms used to convey
it are poorly implemented for the situation at hand (Fig. 8).

The challenge for a designer is knowing what comprises the “situation.” It is equally
important for each teammate to understand the “situation” of other teammates when
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teamwork is actually underway.Teammates need to understandwhat other teammembers
are aware of or need to be made aware of so they can communicate effectively. One
proposed approach to designing for situation awareness is to employ goal-directed task
analysis [23]. This is a logical starting point, since it is the joint activity that is the
basis for the team’s formation. It is also true that shared goals play an important role in
determining situation awareness needs. However, we argue it is not the tasks generally
but rather the interdependence relationships engendered in the performance of joint
requirements that determine the situation awareness needs of each teammate. These
interdependence relationships derive from a combination of the work requirements, the
participants relationships, the shared goals, and the skeletal plan.

3.2 How Does Interdependence Relate to the “Levels of Automation”
and “Adjustable Autonomy” Approaches?

Fig. 9. Levels of automation help define some of the relational requirements, which, in turn,
constrain the degree of autonomy for various elements in a given system. Joint and individual
requirements related to autonomy determine what to automate and how the automation should
interact.

The idea of levels of automation (LOA) is one of the most pervasive concepts in the
domain of human-machine teaming. It has been viewed as an approach to designing
systems [24] or a framework to help designers make design choices [25, 26]. LOA is
often used to help designers make appropriate role allocation decisions at design-time
that will use combinations of human and machine capabilities to best advantage. In turn,
the degree of autonomy exhibited by a machine, described simply, is a manifestation
of the opportunities and constraints for action delegated to it in its particular role, as
seen in Fig. 9. In essence, a role is a label for a set of tasks that define what an actor is
responsible for—and, usually implicitly, what responsibilities should be left to others.
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In LOA, task assignments may thus be seen a simple mechanism for defining relational
boundaries between different team members. These decisions help answer the question
of “what to automate” [25].

Adjustable Autonomy (AA) is somewhat similar philosophically to LOA, except
that it goes beyond design-time analysis to allow for dynamically adjusting allocation
strategies at run-time. LOA and AA are similar in that they both constrain the degree of
autonomy by defining roles that divvy up individual responsibilities.

However, while LOA and AA help in the design of taskwork to satisfy individual
requirements, it says less about the problem of how to design teamwork so that the inter-
dependence created by joint requirements can be addressed. It is important to realize
that all “intermediate levels” of automation are joint-work activity, not cleanly separable
functions to be allocated in isolation [1]. For this reason, it is important that designers to
build algorithms not just to do individual work, but to support joint-work by supporting
interdependence relationships through specific teamwork mechanisms. Increased effec-
tiveness in human–machine systems hinges not merely on trying tomakemachines more
“independent” through increasing levels of automation but also on striving to make them
better team players with humans and other machines with which they interact [16].

LOAandAAdecisions constrain teaming options and shape the potential interactions
betweenpeople and technology.This can impose (oftenunanticipated) joint requirements
which can have negative side effects and impede effective teaming. The human factors
community has a long history of documenting this result e.g., [27, 28]. Given the critical
nature of effective teaming, particularly in the envisioned sophisticated domains, we
argue effective teaming should take a prime position in the design of automation. As
a critical factor in the design of technology [7], the interdependence of participants in
joint activity should be shaping decisions about autonomy, not the other way around.

3.3 How Are Trust Decisions Made?

Trust is an important aspect of teamwork and it is an increasingly important part of tech-
nology. As technology moves out of factories and laboratories and into the world, the
importance of trust will continue to grow. To understand trust, it is important to under-
stand that trust is relational [29]. In order to establish, develop and maintain appropriate
trust, technology needs to be endowed with appropriate support for teamwork mecha-
nisms that support interdependence relationships, such as observability, predictability
and directability [30].

Trust, whether between people or between people and machines, is always
exploratory and context-dependent. As Hoffman states:

Active exploration of trusting–relying relationships cannot and should not be
aimed at achieving single stable states or maintaining some decontextualized met-
rical value, butmust be aimed atmaintaining an appropriate and context-dependent
expectation [31, p. 157].

As technology increases in sophistication and complexity, it will become more and
more challenging for people to establish trust. People cannot simply observe a complex
system in a single circumstance and be confident it can handle all situations. When the
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goal is a joint solution, with people and technology combining to produce something
greater than either alone, it becomes even more challenging. For example, doctors will
not blindly accept AI medical decisions without understanding something about the
process behind the decision. Thus, today’s sophisticated technology will need support
mechanisms that allow them to engage in interdependence relationships. Observability,
predictability and directability allow the trustor to develop appropriately calibrated trust
relationships with the trusted party.

Fig. 10. Modified model of risk-taking relationship (from [30]).

Before associating trust with our framework, we need to review the concept of trust,
using a modified version of the popular Mayer trust model [29], shown in Fig. 10. The
Mayer model distinguished the trustor factors and trustee factors that influence trust.
Most critically, Mayer emphasizes that trust does not exist until the trustor engages
in what Mayer calls a risk-taking relationship. These relationships are influenced by
feedback from outcomes to calibrate trust over time. A more detailed description of our
extended model of trust has been published elsewhere [30].

Since trust is about a risk-taking relationship, it is therefore just another aspect of
relational context that affects the skeletal plan. Moreover, trust in our modified Mayer
model is calibrated over time through feedback from outcomes, just as in our framework
as shown inFig. 11. Trust feedback is largely related to the teamworkoutcomes facilitated
by observability, predictability and directability. Further discussion on trust can be found
in our previous works [30, 32].
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Fig. 11. Trust within the interdependence framework.

4 Discussion

The purpose of the proposed framework is to help ground the conversation about human-
machine teaming in easy-to-understand concepts that address each of the key research
issues. It advances the science of interdependence by clarifying:

• what we mean by interdependence,
• where it comes from,
• how to identify it in a specific application,
• how to facilitate the management of it, and
• how, inworking together, each of these factors impact human-machine team outcomes
in particular ways.

Significantly, and in linewith the objectiveweoutlined at the beginningof the chapter,
we have shown examples of how “interdependence,” as we think of it, is not only the
key principle that unlocks an understanding of teamwork overall but also the means of
framing seemingly disparate research perspectives as parts of a common endeavor.

In instances where we may have mischaracterized or oversimplified the mapping
of other research perspectives to our framework, we would welcome feedback from
the research community, so our misconceptions can be corrected. With respect to other
important research perspectives that we have not directly discussed in this chapter, we
hope to be able to work cooperatively with the research community to see whether
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these ideas can be further extended to encompass the “world of teamwork” so that our
somewhat fragmented field can be further unified.

Before concluding, we would like to address two questions that introduce additional
benefits of an interdependence-based approach like the one we have described above:

• How Does an Interdependence-Centric Framework Help Researchers Generalize
Results?

• How Does an Interdependence-Centric Framework Help to Explain Experimental
Results?

4.1 How Does an Interdependence-Centric Framework Help Researchers
Generalize Results?

A significant feature of the scientific method is that rather than merely confining its
interest to explaining specific instances, it seeks to understand laws and principles that
may govern a variety of situations. In brief, the ability to generalize and extend the results
of one experiment to a broad class of problems is at the heart of science.

In our own research, we have been impressed by repeated findings by our own team
and by others that interdependence analysis (IA) is a highly efficacious approach that can
be applied to a wide range of socio-technical systems involving people and machines.
The Coactive Designmethod [7, 33] introduced interdependence analysis and it has been
extended in more recent work [34]:

• IA has been applied to ground robotics [35], aerial robotics [36], humanoid robotics
[38], and software agents [37].

• IA has proven effective in several domains including disaster response [38, 39], mili-
tary applications [40, 41], space applications [42], network security [43] systemdesign
[44] and the design of large scale unmanned aerial vehicle operation centers.

• IA can be applied in the formative design stage [45], throughout an iterative design
and re-design process [38, 39], and as an analysis tool for existing systems or proposed
conceptual designs [41]. It helps both the development of proper behaviors [38, 46]
and development of appropriate interfaces [43, 47].

Besides the examples of generalization mentioned above, the practice of IA has
helped researchers identify common patterns of failure and their solutions. For example,
one common failure pattern identified in different projects is what we call breaking what
is working. This phenomenon occurs when the addition of new technology disrupts
existing information flows and hinders performance. The use of IA has made it clear that
this problem is often due to impediments to observability that emerge when automation
“hides” aspects of thework being performed that need to be observable to teammembers.
This problem cannot be identified simply by looking at the taskwork that the newly
added technology performs, but rather must be understood through an examination of
interdependence relationships that are created through joint requirements such as, in
this case, observability. Evidence for these claims was found by Johnson et al. [33]
in the disaster response domain, in which automation of a grasping task inhibited the
human’s ability to interpret the situation and recover from small deviations. Beierl and
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Tschirley [41] found similar issues when they used IA to review proposed solutions for
integrating robots into Marine Fire Teams. The proposed introduction of a machine into
the Fire Team inhibited some of the natural communication channels used between team
members.

A second example of such a pattern is what we call black box help. This is similar to
breaking what is working, in that lack of observability is generally the issue. However,
instead of interrupting an existing workflow by preventing teammates from viewing the
actions of something that was previously observable, it arises when new technology and
workflows are added that hinder observability of the new technology’s actions by others.
The problems generated by the opaque nature of black boxes have spawned programs to
try to address the issue, such as Defense Advanced Research Projects Agency Explain-
able Artificial Intelligence program (DARPA XAI), which notes that “the effectiveness
of these systems is limited by the machine’s current inability to explain their decisions
and actions to human users.”2 While traditional human factors analysis has a long his-
tory of identifying this as a problem retrospectively, IA provides an upfront analysis
solution where the problem and potential options for solving it can be identified early
in the design phase [48].

A third example of how common patterns and solutions can be brought to light
through IA iswhatwe call the incomplete solution.This is when technology is interjected
to assist people who are overloaded. However, when the new technology cannot address
all aspects of the work, often including implicit requirements that were not identified
during the design process, it becomes more of a burden than a help. The IA conducted
by Zach [40] analyzed the effort to leverage unmanned systems to provide intelligence,
surveillance, and reconnaissance toMarine Corps tactical units. It identified fivemissing
feedback loops which demanded more from the marines due to the lack of capabilities
on the unmanned system. The IA conducted by Beierl & Tschirley [41] identify the
unmanned system’s lack of ability to distinguish “the enemy” as a key inhibitor in its
effectiveness. The IA conducted by Johnson et al. [34] showed how current automated
traffic avoidance systems lack the ability to address uncooperating traffic. In each of these
cases, the problem was not found by looking at what that automated system was doing,
but by looking at how that work was interdependent with what the people interacting
with the system, its “teammates,” would be doing.

In all the ways we have just mentioned, IA represents progress in improving the
degree to which the scientific method can be applied to human-machine teamwork: iden-
tifying generalizable laws, principles, patterns, and solutions that facilitate meaningful
progress in our common research field.

4.2 How Does an Interdependence-Centric Framework Help Explain
Experimental Results?

Though space prevents an exhaustive survey in the present chapter, we will provide a
few examples of how an interdependence-based framework helps explainmany common
results in human-machine teaming studies.

2 https://www.darpa.mil/program/explainable-artificial-intelligence.

https://www.darpa.mil/program/explainable-artificial-intelligence
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As a first example, we note that while the promise of technology has nearly always
been that higher levels of automation (LOA)will make our lives easier, reduce workload,
and improve performance, experimental evidence often suggests otherwise. Endsley’s
[26] computer-based dynamic control task experiment showed that LOA involving joint
human-computer selection had no significant impact on performance, as compared to
purely human selection. She also found that operator ability to recover from automa-
tion failures was substantially improved with lower LOA, and operators were actually
hindered when assistance was provided with higher level cognitive functions. Similarly,
Calhoun and Draper [49] found it took significantly longer to complete the re-routing
task in their multi-UAV testbed with the high LOA. Li and Wickens’ [50] experiment
with remote operation of a robot echoed this pattern of high LOA performing worse.
Many different reasons have been given for such results, but we are convinced that
they can frequently be explained through the lens of interdependence. For example, we
have previously demonstrated that increasing the LOA without adequately addressing
interdependence relationships can disrupt natural coordination (i.e., breaking what was
working) and result in a negative inflection in performance as automation increases at the
expense of observability and predictability [51]. Endsley [26] speculates this is the case
suggesting the results are indicative of a lower level of direct feedback experienced when
not actually performing a task implementation. Our analysis explains some otherwise
surprising LOA results that have reported by others [52, 53].

As a second example, one of the most common experimental observations is that
“humans tend to be less aware of changes in environmental or system states when those
changes are under the control of another agent (whether that agent is automation or
another human) than when they make the changes themselves” [25]. From our perspec-
tive, this result can be explained straightforwardly from the fact that many systems are
not observable or predictable, making the system opaque to the user (i.e., black box help),
inhibiting situation awareness andmaintenance of common ground [51]. One of themost
common results found in level of automation studies is that situation awareness signif-
icantly decreases with “higher” levels of automation [24]. This effect can be mitigated
by properly designing support for interdependence (i.e., observability, predictability,
directability).

In this regard, it should be no surprise that a breakdown in lower-level team functions,
like observability and predictability, has a negative impact on team performance. It is
particularly apparent when teams face off-nominal situations. Although higher levels
of automation can beneficially reduce workload during normal operating conditions,
it can also impede situation awareness (i.e., breaking what was working), making it
difficult for the human-machine team to adapt to unexpected events. In a remote robot
arm experiment, Kaber et al. [24] did in fact show that increasing LOA reduced time-
to-complete task for normal operations, but the opposite was true for time-to-recover
during failures. Li and Wickens [50] also showed that failure detection is poorer when
technology is under the control of automation, which is noted as a consistent pattern
in Onnasch et al.’s survey which concluded that “automation helps when all goes well,
but leaving the user out of the loop can be problematic because it leads to considerable
performance impairment if the automation suddenly fails” [54].Weprefer amore specific
description than the general statement that the human is “out of the loop” to explain
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these findings. More specifically, we posit that lack of support for interdependent work
(i.e., observability, predictability, directability) in the automated solution diminishes the
ability of the person to recover from failure. Conducting a proper IA can go further and
identify the specific joint requirements that were not adequately supported by facilitating
mechanisms.

Parasuraman et al. [25] rightfully acknowledge the challenges of function alloca-
tion when they state, “The performance of most tasks involves interdependent stages
that overlap temporally in their processing operations.” Their four-stage model included
sensing, perception, decision-making and response selection. It is clear that what you
perceive depends on what you sense, what you decide depends on what you perceive
and what you select depends on what you decide. What is less obvious is that what you
need to decide on may shape your perception or shift your attention. This means failure
anywhere can have ripple effects on system outcomes, highlighting the critical role inter-
dependence plays in understanding experimental results in human-machine teaming. In
order to properly interpret experimental outcomes, a thorough interdependence analysis
is essential. This interdependence analysis has an added benefit of potentially providing
new ways to instrument and measure teamwork.

5 Conclusion

We have proposed and illustrated that a correct understanding of interdependence is key
to characterizing human-machine teamwork in an understandable, actionable, and gen-
eralizable manner. Our framework proposes three principal forms of support that can
be used to facilitate effective, interdependent teamwork: observability, predictability,
and directability. Though researchers have sometimes used different words to describe
these three forms of teamwork support, results from our own studies and those of oth-
ers has provided convincing evidence of their primacy, usefulness, and generalizabil-
ity. We have argued that an interdependence-centric framework enables researchers to
predict and explain experimental results in terms of interlocking relationships among
well-defined operational principles. We are hopeful that continued discussions of this
frameworkwill provide a sound and practical foundation for developing a deeper science
of interdependence.
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